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Abstract— Coronais a very contagious virus, In a pandemic
like this, people often worry whether they are infected or not.
When they cough, they often worry whether itis a sign of covid-
19 or an ordinary cough. From the clinical symptoms ¢an
actually be Known whether someone has Covid or not. In this
study, a clinical symptom dataset will be used to classify the
symptoms wsing a Decision Tree algorithm. The decision trees
used in this research are J48 and Hoeffding Tree. Decision Tree
is onc of the most popular classification methods because it is
easy (o interpret by Humans. the prediction model uses a
hierarchical structure. The concept is to convert data inte
decision trees or decision rules, the result of J48 were slightly
better than the Hoelfding tree in terms of accuracy, precision,
and recall. Meanwhile, from the tree view results, the Hoeffding
Tree is simpler and the number of nodes is less than J48.

Keywords-— decision tree, corona, covid, covid-19, corona,
symproms, prediction, decision rules

I: INTRODUCTION

Covid-19 or the coronavirus is a type of virus that attacks
the human respiratory system where the virus is still related to
the SARS and MIRS viruses which have already infected the
world's population. This virus was first discovered n the city
of Wuhan, China [1] in December last year. Based on
rescarch. this virusis capable of causing death, although many
have recovered from this disease. however. the number of
people infected by the corona virus s still inereasing eveny
day.

The concern about this virus is increasing because it can
result in death it infected. concerms artse because  the
coronavirus is very contagious. The symptoms of Covid-19
are similar to the symptoms of the common cold or flu.

According to the World Health Organization (WHO),
COVID-19 or coronavirus causes respiratory disease and 1s
spread through  respiratory  droplets and  close  contacts.
Droplet transmission oceurs when you have close contact
(within one meter) with a person who has respiratory
symptoms such as coughing or sneezing. which may spread
these potentially infectious droplets. typically 5-10 microns in
size, 1o your body [1].

This sometimes raises doubts and a lack of awareness for
those with the flu. Having a common cold can be an carly
symplom of corenavirus infection, Symptoms that come are
sometimes similar 1o other illnesses. The decision tree can
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answer this problem by producing rules so that o is clear
cther a person has infected the coronavirus or not.

A decision tree is a classification method that uses a tree
structure, where cach node represents an atribute and the
branch represents the value of the attribute, while the leaves
are used to represent the class. The top node of the decision
tree is called the root] 2]

A Decision Tree

The decision tree algorithm used in this study are:
o J48

J48 is the implementation of algorithm  1D3
(Tterative Dichotomiser 3) developed by the WEKA
project team [3]. This algorithm was developed from
the C4.5 algorthm and implemented with java open
source. The way J48 works is by swapping the nodes
in the decision tree with leaves, J48 selects the best
attribute and 18 mcluded in the unprunned decision
treef4].

e [octiding Tree

The Hoeffding tree is an incremental decision tree
learner for large data streams. that assumes that the
data distibution 1s not changing over time. It grows
incrementally a decision tree based on the theoretical
guarantees of the Hoeffding bound (or additive
Chemnolt bound). A node is expanded as soon as there
s sufficient statistical evidence that an optimal
splitting  feature exists, o deciston based on the
distribution-independent Hoeffding bound. The model
leurned by the Hoeffding tree is asymptotically nearly
identical to the one built by a non-incremental learner.
il the number of raining instances is large enough [5].

B. Relared Work

The Decision tree is usually applied for cla
predicion. Many other rescarchers have re
decision trees. Among them is a study comparing several
methods about decision trees [6][7]. Research using this
decision tree method can be applied in many fields. J48 is used
in rescarch refated 10 Power Quality Disturbance [8] J48
research with several pubhe datasets was also carried out.

fication and
irched  on

Heard disease classification for absence or presence was
performed using the J4X 9] Several studies JAX were

nd sl
s an ]
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implemented also to detect network intrusion[ 10}, hepatius
data modeling[11], and deagnosis of dental xray[12}.
Research on Hoeffding has also been conducted by several
researchers,  The Hoeflding  Tree  algonthm  has  been
implemented using a streaming dataset [ 13]. Hoeffding is also
used to classity diabetes mellitus] 14].

Rescarch on covid related to artificial intelhigence 1s also
widely conducted. one of them is about predicting mortality
risk in patients with  Covid-19[15]. Symptom  severity
classification research was conducted using gradient tree
boosting [16]. Corana virus diagnosts to classify PDP, ODP
and OTG has been done [17)

I RESEARCH MEETHOD

This research has a sequence of steps in solving the
problem. Starting from the preparation of the dataset that must
be used then preprocessing the dataset. To implement the
classifier. setting the test data must be done first by doing
cross-validation so that the results are more accurate. After
setting the test data. the classifier can be implemented. The
final step is to compare the J48 algorithm with the Hoeftfding
Tree because these two algorithms will be used to solve the
problem. The steps can be explained as in Fig. 1.

The following 1s a more detailed explanation of Fig |
Each of the steps will be explained m sub-chapters.
A Daraser

This research was conducted using the Weka application.
The dataset used in this study 1s the public dataset from the
Kaggle website [ 18].

B. Preprocessing

Preprocessing consists of several steps, namely cleaning
the data then selecting the attributes to be used. Atributes that
are deemed nsignificant will be removed. The original
attribute consisted of 16 attributes. After being selected and
deleted, the atiributes used are 13 attributes. Input attributes
arc fever. utredness. dry-cough. difficulty-in-breathing,
afternoon-throat. none-symptoms. pains. nasal-congestion.
runny-nose.  diarrhea.  none-experiencing,  and  age.
Meanwhile. the target attribute is severity. The severity
attribute has 4 values. namely none. mild. moderate. and
severe. The amount of data after preprocessing was 31,740,

The values of the attributes in the dataset used in this study
are not balanced. Some have a value of almost 90%. while
others have no more than 10%. So the values must be
cqualized first and then another process can be done. The
Databalancer filter is applied to balance the values in the
dataset.

. Setting Test Data
In this section. there are two steps:

1. Cross-validation

s-validation is a model validation technique
sing how statistical analysis results will
generalize to independent data sets. This technique is
mainly used to make model predictions and estimate
how accurate a predictive model will be when
implemented. In a prediction problem. a model is
usually given a set of data (dataset) that is known to

! cleanin

{ blancer |

Fig 1 Reseurch Method Diagram
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be used in runming the training (training dataset), as
well as a set of unknown data (or data that is first seen)
against the model being tested (fest dataset). The
purpose of cross-validation is to define a dataset 10
"test” a model in the training phase (ie. data
vahdation), to limit problems such as overfitting,
providing msight into how the model will generalize
independent of the dataset (e, unknown datasets, for
example from the real problem). ete. [19]. Cross-
validation In this study, cross-validation will be
carried out 3 times for cach algorithm, they are 2 fold,
10 fold. and 20 fold. Fold selection is done randomly
1o measure the results, whether the resulls are
significant or not.

8]

Split Percentage

The dataset used will be used as training data and
testing data. For this reason. 1t 1s necessary to share
data so that the portion for testing and training can be
more certain. In this study. the data was divided into
the percentage of data by 66%% training data and 34%
testing data. This number is usually given the default
weka

D. Classifier
There are two types of classifiers used in this swudy.
namely J48 and Hoeffding Tree.
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I RESULT AND DISCUSSION

This rescarch will discuss the accuracy  comparison
between (48 and Hoelfding wree. Besides, the results from the
tree view will be displayed.
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Fig. 4. Comparison of 148 and Hoelfding Tree with crossevalidation 2
fuld

From Table 1. 1t can be seen that the difference in the fold
in the case in this study is not teo significant i the difference
in results both when cross~validation is 2 folds. 10 folds. and

20 folds. The average accuracy. precision, and recall results of

8 are slightly higher than the Hoeflding tree. But the
difference is not very significant.

Fig. 2 and Fig. 3 show the difference in results where the
main node which is the root node of J48 is age while the reot
node of the Hoceffding Tree is Fever. The resulting tree view
of Hoeftding Tree has fewer nodes than that of 48, This
means that the tree view Hoelfding is simpler and easier to
understand than the tree view generated by J48.  Other
comparisons that must be considered are the ime required to
carry out the excculion process, the kappa statistic, and the
mean absolute error.

Fig. 4. Fig. 5, and Fig. 6 show the comparison of time
taken, kappa statistic, and mean absolute error between J48
and the Hoeffding Tree. The blue coloris for the J48 algorithm
and the orange one is for the Hoeftding Tree algorithm.

Fig. 4 shows the comparison of J48 and Hoeffding Tree
when cross-validation is 2 fold. Fig. § shows the comparison
of J4% and the Hoelfding Tree at the cross-validation of 10
folds. Fig. 6 shows the comparison of 148 and Hoeffding Tree
at cross-validation of 20 folds. The three pictures above show
that the time taken by Hoeffding Tree in processing data faster
than the J48. But when the 20-fold cross-validation. 1t takes
much loenger than j48. The average Kappa Statistic J48 is
bigger than Hoeffding tree. Likewise with Mean Absolute
Error where the Hoeffding tree is bigger than J48.

IV, CONCLUSION AND FUTURE WORK

Using j48 and the Hoeffding Tree can produce clear rules
whether someone is exposed to mild. moderate, severe, or not
COVID. The comparison between the algorithm 148 and the
Hoeffding Tree is not very significant. IU's just that in this
study. the results were slhightly better than the Hoeffding tree
in terms of accuracy, precision, and recall. Meanwhile, from
the tree view results, the Hoeffding Tree is simpler and the
number of nodes is less than J48.

In the future. the research work can also be carried out
using the same dataser with ditferent preprocessing. Research

@j48

i hoeffding tree |

Fig. 5 Compansen of 4% and Heeldimg Tree with cross-validation 10
fuld

mja8

& hoeffding tree

Fig. 6. Comparison of J48 and Hoeffding Tree with cross-vabdason
21 fold

can also be done with more variations in cross-validation and
split percentages of training and testing data.
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