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ABSTRACT 

Computer-based craniofacial reconstruction utilizes medical 

imaging for forensic identification and medical reconstruction 

surgery, enables sophisticated three-dimension object 

representation and visualization. Reconstruction process involves 

deformation in their imagery how the shape of a person's face 

based on its properties and landmark correspondences. We 

propose the Laplacian surface deformation to deform the facial 

template to the cranial surface on several constraints that 

simulates fitting face to the skull using landmark correspondences. 

The range of variation of the landmarks on the human face lies in 

narrow intervals. In other words, small differences can affect the 

shape and facial expressions. Thus, a Laplacian surface model 

gives better result than a volumetric Laplacian in the matter of 

accuracy.   
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1. INTRODUCTION 
Craniofacial reconstruction is a process that demands time and 

expertise of the experts (surgeons, artists, and morphological 

anatomists). This process often consumes time and requires high 

precision. The expected results are morphological estimates that 

are close to the actual shape [1]. The purpose of craniofacial 

reconstruction is to recreate what someone looks like based on 

one’s remnants (skull). 

Manual reconstruction method requires anatomical and artistic 

expertise so that it is subjective and highly dependent on the 

expert. Interpretation results from two experts or artists produce 

different faces where the differences widely vary [4]. Furthermore, 

the sequential manual method is time-consuming and challenging 

to process in parallel. 

Computer-aided techniques for face reconstruction have a general 

model workflow; it is the process inspired by how conventional 

(manuals) approaches are carried out: (a) Firstly, the skull 

remnant of a person is analyzed by experts to determine the 

attributes of the specimen such as gender, age, race, or ethnicity; 

(b) these attributes are then linked to digital copies of skulls 

obtained through CT image scans or other modalities. Then (c) a 

craniofacial model (CFM) is made whose format can differ from 

one technique to another, emphasizing the technique used. The 

CFM must have all the potential needed by the technique, and 

able to provide information about the skull so that information can 

be extracted. CFM represents the skull in the analysis and 

reconstruction process, as experts use original skulls. Defining 

CFM is the most crucial stage in craniofacial reconstruction. In 

this stage, a model is built, in which the model must able to 

encode information and knowledge about the human skull and the 

shape of the overlying face related to it. Then (d) Identification of 

craniofacial relation on skull representation is the next step to (e) 

obtain properties needed for the reconstruction process. The last 

component is texturing and rendering (f) to add visual 

presentation for the final result. 

The reconstruction process involves the process of deformation in 

their imagery how the shape of a person's face based on properties 

is obtained from the previous stages. Some techniques can be used 

to perform reconstruction for identification, such as shape 

matching, landmark-matching (Skull-Face Overlay), and mesh 

deformation [1, 3, 8, 9, 12, 13]. However, the deformation process 
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takes an important role in defining the shape of the result. 

Volumetric Laplacian deformation was used in [9] but only 

partially on the nose region for cosmetic surgery reconstruction. 

The work on [3] although empowering template deformation, is 

an automatic shape-matching process that does not require any 

landmark correspondences. Face template deforming was also 

implemented in [8, 12], their method applied  Hermite Radial 

Basis Function (HRBF) and moving least squares (MLS) 

deformation, respectively.  

As of now, there has been no paper reporting about deformation 

for craniofacial reconstruction that deforms the face template to 

the skull using the Laplacian model, based on landmark 

correspondences. In this paper, we propose the Laplacian surface 

deformation to deform craniofacial template on several constraints 

that simulates a-priori landmark correspondences.  

The range of variation of the landmarks on the human face lies on 

narrow intervals. In other words, small differences can affect the 

shape and facial expressions. Accuracy measured by comparing 

the distance between user constrain and its corresponding final 

position as an absolute error (   
     ). Thus, a Laplacian surface 

model applied as it performs better than a Laplacian volumetric 

model in term of accuracy.  

2. PROPOSED SYSTEM 
Surface processing and representation on geometric fields, 

especially in computer-related works is one of the primary and 

standard graphical procedures. A strong representation gives a 

better confidence to proceed to the next stage. In this work, a 

Laplacian model is used as a surface representation to mimic an 

elastic surface on human face reconstruction case. 

2.1 Data Preparation 
Computer tomography (CT) is considered to provide good results 

because it has advantages over MRI for bone-related works. It is 

easier to obtain, producing consistent image quality, giving better 

bone detail, especially concerning distinguishing soft tissue with 

bone [15]. Point clouds are extracted from the CT image on facial 

region area, since that area contains most biometrical information 

of human face [6]. Down sampling and noise removal is one 

essential step in 3D data processing [11]. The number of 

calculations that appear will increase along with the number of 

vertices on the model. To be able to run the computation into 

acceptable time, it is to be taken into consideration, trading off 

surface detail for performance at an acceptable level. 

CT images of the head are processed to extract the outer surface 

of the face. The outer contour extraction delivers point clouds, 

which consist of 400 thousand points on average. Laplacian 

deformation requires every point’s neighborhood information in 

the form of adjacency matrix. To be able to process point clouds 

well on computer machines today, considering the nature of 

Laplacian model calculations that require large matrices in 

proportion to the number of vertices, it is necessary to down 

sample the point clouds. Down sampling the coordinate sequence 

(by an integer factor) is a convenient way to minimize computing 

loads (Figure 1) 

Extraction of the outer surface of the human skull was conducted 

in [19] which managed to extract the skull region as point clouds 

on DICOM formatted CT images. The outer-contour extraction 

method was proposed, which extracted parts of the head on every 

CT slice that can be seen from four views, scanning for the outer 

contour starting from left, right, top and bottom side. The 

sequential process of extracting outer contour as point clouds was 

conducted. Prior to, a region of interest (RoI) is defined by a mask, 

since the shape and directional of the patient’s head are uniform. 

Point clouds are represented as a triangulated graph. It is 

constructed by triangulated point network as an undirected graph 

       , where               , set of vertices connected 

each other with a set of edge  . 

 

2.2 Laplacian Model 
Laplacian surface editing is detail-preserving techniques based on 

manipulation of differential coordinates and solves a system to 

obtain the deformed surface. This natural and intuitive 

characteristic is suitable for simulating elastic surface deformation. 

In this work, we research and implement the Laplacian 

coordinates on the deformation of a human face surface. Firstly, 

point clouds are extracted from the CT image as a set of three 

dimension Cartesian coordinates [10, 19]. Surface triangulation is 

the next important step as the basis for finding neighborhood 

information, and also for rendering the deformed surface [5, 7, 14]. 

Thus, we can use first differential coordinates and several fixed 

constraints to solve deformed coordinates. Finally, simulation is 

presented by rendering the surface and determining its qualitative 

measurement. 

Facial surface deformation proposed in this work has a basis on 

the characteristic of elastic surface (detail-preserving surface 

editing) [2, 17]. Therefore, it needs a model that reckons 

neighborship connection. The Laplacian matrix is applied in this 

proposal as it can represent neighborhood connection. This 

representation has the capability of describing and defining the 

local differential shape for geometry representation [18]. 

Laplacian matrix of an undirected non-loop graph   is a symetric 

 

Figure 1. Surface acquisition and representation: (a) 

Point clouds acquired from multi-slice CT image; (b) 

Decreased sample rate point clouds on a ratio that keeps 

the essential detail of human face; (c) Triangulated 

surface of resampled point clouds. 

 

Figure 2. The 𝜹-coordinate of 𝒗𝒊. 
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matrix. In performing Laplacian surface deformation, the first 

differential (  -coordinates of the  -th vertex,   ) must be 

constructed from the Cartesian coordinates (Figure 2) which 

models the elastic characteristic of this method. The  -coordinate 

is denoted as the differences between the absolute coordinate of    

and the center of mass of its immediate neighbors in the mesh [16]. 
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(1) 

where,                  ,         number of immediate 

neighbors of   , which can also be notated as    (degree of   ). 

Let   be the diagonal matrix such that        or   
                 is a diagonal matrix which formed by the 

degrees of each vertex, and   is an adjacency matrix which shows 

connection value of every vertex to each other. Then the matrix 

transforming the absolute coordinates to relative coordinates is 

denoted by 

          (2) 

2.3 Laplacian Deformation Algorithm 
The Laplacian deformation is carried out with process which 

including the making of Laplacian coordinates and adding fixed 

constraints onto the Laplacian coordinate and solving back the 

remaining coordinates as a result of this addition. Constructing a 

differential representation is the first step before proceeding to the 

deformation step. The Laplacian coordinate is defined as a 

differential coordinate which every vertex in the mesh has a 

relationship as the difference or distance between the position of 

the vertex and the average-vertex of the neighbors. Laplacian 

coordinate   ,  -coordinates of   , is defined by deformation 

gradients as 

          (3) 

is the difference from the average of neighbors for a single vertex 

from equation (1), where   : adjacent vertices, and   : the degree 

of a vertex. By the equation (1) and (2), we have equation (4). 

          
 

  
∑   
    

 (4) 

The difference from the average of neighbors for a single vertex is 

also referred as one-ring neighborhood. Laplacian coordinate 

computation requires a matrix that contains the one-ring 

neighborhood information for all vertex, and calculates a one-ring 

neighborhood matrix formulation. An adjacency matrix is needed 

as a reference for neighboring connection of the vertex. Detail-

preserving surface means that it takes into account neighbor 

relationships during the deformation process. Laplacian 

coordinate   relies on the information of the adjacency matrix  . 

The adjacency matrix   for each point consists of the binary value 

[1,0], a value 1 if    and    are connected, and a value 0 for vice 

versa. The adjacency matrix for the graph in Figure 3 denoted 

below. Matrix   is a symmetrical matrix that each row or column 

represents the connection of one vertex to another, 

 

From the adjacency matrix, the degree of each vertex can be 

formulated into a diagonal degree matrix for computational 

purposes. The degree matrix can be denoted as a diagonal matrix 

                  where    is a sum of column-i of the 

adjacency matrix. For computational purpose, we need to 

transform the Laplacian coordinates in a matrix form. Let vertices 

matrix               
 , differential matrix as   

            
  and recall the equation (3) and equation (2) then 

the differential matrix (for all vertices) can be notated as follows 

 
     
            

(5) 

The surface editing process is conducted by adding a user 

constraints to the Laplacian coordinates, also adding a revised 

value to the corresponding differential matrix, which are the 

position-adjustment of the user constraints. By modifying the 

Laplacian coordinates and its corresponding user-specified 

vertices (as fixed user-constraints), we look for how the changes 

occur to the vertex position (  ). Vertex    position is obtained by 

multiplying the Laplacian coordinate matrix with the differential 

matrix. Solving remaining vertices    from the equation (5): 

 
     
            

(6) 

Pseudoinverse              is used since   cannot be inverted 

after the addition of the user-constraints.  Operational computation 

for solving    becomes: 

               (7) 

This deformation maintains the integrity of shape and deforms it 

to minimize errors, which equivalent to optimization goal 

minimizing residual least square error [16, 18]: 
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3. MAIN RESULTS 
The editing process includes stationary anchors and some chosen 

handles, which act as an added constraint manipulated by the user. 

The deformation is applied to the face point clouds. The 

deformation is sought as natural as possible, mimicking the 

characteristics of human biometric elasticity. The deformation is 

performed by adding the fixed constraints (as points or blocks). 

The fixed constraints can be a stationary anchor or a user handle. 

Stationary anchors are the points in which the deformation process 

is strived to remain in their original position. While the handles 

are the key points planned to be altered. Both stationary anchors 

and handles have the same role, as a designated target points, 

which comprehensively affect all other points according to their 

connectivity to each other. The stationary anchors maintain their 

position and other points position around it, to stay in their 

original place, while the handle will draw the surrounding points. 

 
Figure 3. Connected graph of the 𝜹-coordinate (Figure 2). 
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Fitting process, the position adjustment due to tensile force 

between points, is approximated by equation (5) and (6). Final 

coordinates are the optimal result of the fixed constraints 

adjustment. So, there is a difference (   
    ) between the 

designated position (user fixed constraints   ) and the final 

position (   ) as shown in Figure 4. 

 

The Laplacian surface deformation for facial reconstruction can 

be implemented using two models, surface and volumetric 

approaches. Both use similar concepts of adjacency relations but 

differ in the nature of neighborliness. Neighboring on the 

Laplacian surface is built on the principle of triangulation of the 

outermost surface points. The triangulation builds a relationship 

between planar field of three points, along with another field of 

triangulation to form a surface. Unlike the surface model, the 

volumetric model forms connectivity between four points with 

tetrahedron (the smallest unit of volume formed on four points). 

What is the difference between the two models if you apply 

Laplacian deformation? As mentioned earlier, the Laplacian 

deformation is based on the neighbor relationship (equation 2). 

The volumetric model naturally contributes more neighbor values 

compared to the surface model; if looking back at the equation, it 

surely makes a difference.  

Experiments are carried out on both models on toy example. A 

closed dome shape (Figure 5) with 1562 points, is chosen because 

it is closest to the basic shape of the face template that will be 

used. The surface model performs better in term of accuracy, 

considering that the depth variations of landmarks on human faces 

are at narrow intervals, where small differences will result in 

different facial impressions. 

 

The experimental scenario is designed with five fixed user 

constraints provided that the distances between constraints in each 

mode (A, B, C, D) are enlarged (getting away from each other) in 

order to determine the effect of the involvement of points between 

constraints on the accuracy produced (   
    ). Seven fixed 

constrain also applied to give confidence in using more fixed 

constraints to the accuracy. 

Editing is done by making small changes for each constraint 

simulating changes that occur in the process of fitting face 

templates based on corresponding face landmarks. Variations in 

position and depth of landmarks move in insignificant ranges. The 

experiments number 1 and 2 use random coordinate shifts in small 

ranges     for each axis. Larger ranges     are used for the 

experiments number 3 and 4. While number 5 is only one 

constraint that is shifted as far as 20 points on the z-axis, and 

experiment 6 and 7 are using seven fixed constraints. In mode A, 

the distance between constraints is arranged very close (minimal), 

while in mode B to D, the distances of the constraint are arranged 

farther away to each other on the mesh, that means the farther the 

distance, the more points are involved in the connection. Both the 

surface and volumetric models perform smaller mean absolute 

error when the constraints placed away, while the use of five or 

seven constraints does not have a significant influence on this 

experiment. The farther the distance between constraints, the more 

the points connected between them should be. Of course, there 

will be an adjustment in the number of neighboring relations 

involved in between. Even though the constraints position is the 

same in both models, it seems that the difference in the number of 

neighbor relations affects the difference in performance produced. 

 

Table 1. Performance comparison in term of accuracy on surface and volumetric model 

No. 

Mean absolute error 

A B C D 

Sa Va Sa:Va 

(%) 

Sb Vb Sb:Vb 

(%) 
Sc Vc Sc:Vc 

(%) 

Sd Vd Sd:Vd (%) 

1 1.24 1.68 26.19 0.32 0.66 51.03 0.28 0.51 44.62 0.24 0.41 40.90 

2 0.87 1.10 20.30 0.21 0.42 51.14 0.12 0.22 44.34 0.10 0.15 33.51 

3 2.13 3.35 36.26 0.83 1.75 52.56 0.63 1.13 44.25 0.52 0.86 39.48 

4 2.86 3.65 21.56 0.81 1.57 48.26 0.45 0.75 40.03 0.32 0.50 34.77 

5 1.76 2.43 27.63 0.48 1.21 59.87 0.09 0.29 68.55 0.02 0.08 70.84 

6 1.57 1.99 20.98 0.50 0.92 45.55 0.46 0.76 40.25 0.34 0.50 31.82 

7 1.48 2.07 28.55 0.54 1.01 46.80 0.48 0.85 43.31 0.37 0.58 36.77 

  

 

Figure 4. Mesh reconstruction). 

 

Figure 5. Dome shape with 1562 points for surface (A) 

and volumetric (B) Laplacian performance comparison; 

deformed dome for both surface and volumetric (C and 

D). 
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Accuracy measured by comparing the distance between user 

constrain    and its corresponding final position     as an absolute 

error (   
     ). However, the performance of the surface model 

always gives better results (mean absolute error) compared to the 

volumetric model, provides confidence in the surface model to be 

applied to craniofacial deformation (Table 1). 

Other experiments with five fixed constraints (one as handle and 

four as stationary anchors) are applied to the point cloud of a face 

point clouds, especially on nasal area. Handle (number 1) is 

assigned to move toward its original position. Coordinate shifting 

occurs predominantly in the nasal area, which in this case, is 

flanked by the four stationary anchors and handles on the tip of 

the nose (Figure 6 and Figure 7). 

 

 

Figure 7. Deformation on point clouds of human face using 

Laplacian surface model; (i, ii, iii) Deformation using five 

fixed constraints manipulating the shape of nose; (iv, v, vi) 

Chin region manipulation using five fixed constraints; (vii, viii, 

ix) Seven fixed constraints implemented to create more handle 

on manipulating cheek. 

With the results as in Table 1, the Laplacian surface model is 

considered better accuracy with 25.9% to 50.7% than volumetric 

Laplacian in fitting face templates to craniofacial reconstruction 

based on landmark correspondences. Five fixed constraints are 

applied to facial objects that have been triangulated, focusing on 

the nose area to see the deformation results. Good results are 

shown in Figure 6 by using the five constraints with one handle 

and the other four as the anchors. More experiments are also 

carried out with seven constraints with two handle configurations 

and five anchors (Figure 7). Deformation of the specified area is 

managed by limiting the desired area (RoI) with an anchor and 

placing the handle at the points within the area where the 

deformation is desired. 

4. CONCLUSIONS 
Laplacian surface models can be applied well in the deformation 

of the human face to reconstruct the shape of a person's face based 

on skull bones. In reconstruction, face templates are fitted to the 

corresponding face-skull landmarks. The relation with this 

research is that the fitting method used can be approached with 

surface deformation using Laplacian surface model. Laplacian 

surface model is chosen compared to the Laplacian volumetric 

model because it has better accuracy (with an average 41% better) 

considering landmarks fittings in the face reconstruction playing 

in a narrow range of value. The results obtained from the 

experiments show that the Laplacian surface model can maintain 

details in the constellation of human face shape. Reconstruction of 

the craniofacial based on a priori landmarks knowledge can be 

conveniently applied with Laplacian surface deformation. Given 

the role of landmarks in analogy similar to the functions of user 

fixed constraints, which act as determinants in the deformation. 
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