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## Preface

Following the successful of the $1^{\text {st }}$ International Conference on Science (ICOS), held by Faculty of Mathematics and Natural Sciences, Hasanuddin University, we have organised the $2^{\text {nd }}$ International Conference on Science, ICOS 2017 in November 2017.

The $2^{\text {nd }}$ International Conference on Science (ICOS) is a conference organized by Faculty of Mathematics and Natural Sciences, Hasanuddin University, Indonesia in cooperation with Indonesian Mathematical Society Sulawesi region (IndoMS), Indonesian Physical Society (HFI), Indonesian Association of Geophysicists (HAGI) and Indonesian Biology Consortium (KOBI). It is a three-year conference activity of the Faculty of Mathematics and Natural Science, started three years back on $19^{\text {th }}-20^{\text {th }}$ of November 2014.

The objectives are to bring together scholars, researchers and experts from diverse backgrounds and applications areas. Special emphasis is placed on promoting interaction between the theoretical, experimental, and case studies, so that a high level exchange in new and emerging areas within Physics, bioscience, computational science and mathematics in science and technology.

The keynote presentations are provided especially to show the contribution of the various fields of sciences, with the main theme "Science for Sustainable Development and Better Quality of Life". We have eight keynote speakers coming from The University of Melbourne, Australia, Prof Alexander Babanin, Directorate Research and Community Services, Ministry of Research and Technology, Higher Education, Indonesia, Prof Ocky Karna Rajadsa, United Nations, Pulse Lab Jakarta, Dr Jong Gun Lee, The University of Tokyo, Jepang, Prof Koji Inoue, La Trobe University, Australia, Assoc Prof Agus Salim, Universiti Kebangsaan Malaysia, Malaysia, Prof Mohammad B Kassim, Geophysical Adviser, PT Pertamina Indonesia, Dr Alvius Dwi Guntara and Universitas Riau, Indonesia, Erman Taer, Ph.D.
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#### Abstract

The correlation assumption of the longitudinal data with bi-response occurs on the measurement between the subjects of observation and the response. It causes the autocorrelation of error, and this can be overcome by using a covariance matrix. In this article, we estimate the covariance matrix based on the penalized spline regression model. Penalized spline involves knot points and smoothing parameters simultaneously in controlling the smoothness of the curve. Based on our simulation study, the estimated regression model of the weighted penalized spline with covariance matrix gives a smaller error value compared to the error of the model without covariance matrix.


## 1. Introduction

The covariance matrix is usually used as a weighting in the model estimation in case of violation of assumptions such as the correlation between errors. Error correlation can occur if the data contains more than one correlated response. The covariance matrix can be assumed to be known [1] and estimated with the smoothing spline estimator [2]. However, if the covariance matrix is unknown, then it is necessary to be estimated. The covariance matrix can be estimated from the data and it may have an impact on the estimation results of the smoothing spline estimator [3]. The estimation of the covariance matrix in cross sectional data to overcome the correlation between the responses has been estimated by using the maximum likelihood method in spline regression [4]. Besides that, it also has been estimated by using the expected value of the error based on the local polynomial estimators [5], and the kernel estimators [6].

Our study analyses longitudinal data which is a combination of cross sectional and time series data. The analysis of cross sectional data that should be performed on longitudinal data will provide a different interpretation of a problem [7]. The longitudinal data consists of several subjects that are measured over time based on measurement time. Each subject is assumed to be independent, but the measurements in the subject are mutually dependent. The approach used for addressing the correlations that occur in longitudinal data can be done through principal component analysis [8], varying coefficient models [9] and mixed-effect penalized spline models [10].

The longitudinal data can consist of two responses that are assumed to be correlated called biresponse [11]. The correlation between the responses was overcome by using the covariance matrix and it is estimated through the smoothing spline estimator [12]. In this article, we use the covariance matrix as a weighted in the penalized spline criteria to solve correlations that occur in the data, both correlations between responses, or the correlation between observed data bi-response longitudinal
data. The advantage of a penalized spline is the ability of the estimator to produce a smooth and fitted curve, and also the pattern change of curve regression can be seen visually. This is due to knot involvement and smoothing parameters simultaneously in controlling the smoothness of the curve. The penalized spline estimators consist goodness of fit and penalty function. The function of goodness of fit is truncated polynomials that have an optimal rate of convergence [13]. Knot points in the goodness of fit selected based on fixed methods [14]. We use the penalty function in the penalized spline criterion based on quadratic polynomials form of spline regression coefficient [15]. The covariance matrix is estimated based on the error of the nonparametric bi-response regression model based on the penalized spline estimator un-weighted. This is why the use of covariance matrix can produce to accurate estimation results. The advantages of using the weighted of the covariance matrix are shown through a longitudinal data simulation study on a correlation value of 0.9 . The results show that the use of the covariance matrix in the penalized spline criteria in the case of longitudinal biresponse data provides a smaller error value.

## 2. Bi-response longitudinal data

Bi-response longitudinal data are longitudinal data involving two correlated responses. Longitudinal data are measured data from subjects, where each subject is measured repeatedly in a time interval. Longitudinal data are assumed to be independent among subjects, however, on the inter-observations in the same subjects, the data are mutually dependent [16]. Futhermore, if $t_{i j}$ is the observation at the $j^{\text {th }}$ time of the $i^{\text {th }}$ subject, $y_{1 . i j}$ is the $1^{\text {st }}$ response variable at a time $t_{i j}$ and $y_{2 . i j}$ is the $2^{\text {nd }}$ response variable at a time $t_{i j}$, then the longitudinal data bi-response was given by $\left(t_{i j}, y_{1 . i j}, y_{2 . i j}\right), j=1,2, \ldots, m_{i}$, $i=1,2, \ldots, n$, where $m_{i}$ is the number of repeated measurement of the $i^{\text {th }}$ individual. The relationship between $t_{i j}, y_{1 . i j}$ and $y_{2 . i j}$ can be expressed in the form of the regression model as follows.

$$
\begin{equation*}
y_{r, i j}=f_{r}\left(t_{i j}\right)+\varepsilon_{r . i j}, r=1,2 \tag{1}
\end{equation*}
$$

The longitudinal data structure of bi-response is shown in table 1 .
Table 1. The structure of the longitudinal data bi-response to the predictor variable $t_{i j}$

| $r$ | $i$ | $j$ | $t_{i j}$ | $y_{r i j}$ | $r$ | $i$ | $j$ | $t_{i j}$ | $y_{r . i j}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | 1 | $t_{11}$ | $y_{1.11}$ |  |  | 1 | $t_{11}$ | $y_{2.11}$ |
|  | 1 | $2$ | $t_{12}$ | $y_{1.12}$ |  | 1 | 2 | $t_{12}$ | $y_{2.12}$ |
|  |  | $m_{1}$ | $t_{1 m_{1}}$ | $y_{1.1 m_{1}}$ |  |  | $m_{1}$ | $t_{1 m_{1}}$ | $y_{2.1 m_{1}}$ |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | 2 |  | $\vdots$ | $\vdots$ |  |
|  |  | 1 | $t_{n 1}$ | $y_{1 . n 1}$ |  |  | 1 | $t_{n 1}$ | $y_{2 . n 1}$ |
|  | $n$ | 2 | $t_{n 2}$ | $y_{1 . n 2}$ |  | $n$ | 2 | $t_{n 2}$ $\vdots$ | $y_{2 . n 2}$ |
|  |  | $m_{n}$ | $t_{n m_{n}}$ | $y_{1 . n m_{n}}$ |  |  | $m_{n}$ | $t_{n m_{n}}$ | $y_{2 . n m_{n}}$ |

Table 1 shows the structure of the longitudinal data containing two responses ( $r=1,2$ ). Each response consists of $n$ subjects ( $i=1,2, \ldots, n$ ) which each subject is measured several times as much as $m\left(j=1,2, \ldots, m_{i}\right)$.

## 3. Penalized spline regression

The penalized spline is one of the estimators used in nonparametric regression in the estimation of the nonparametric regression function. Penalized spline estimator involves knot points and smoothing parameters simultaneously in controlling the smoothness of the curve. Penalty function in the
penalized spline estimator takes the quadratic form of the truncated regression coefficient as recommended on the cross sectional data [17].

If the function $f_{r}\left(t_{i j}\right)$ in equation (1) is assumed unknown and estimated through a penalized spline estimator, then it is expressed as follows.

$$
\begin{equation*}
f_{r}\left(t_{i j}\right)=\sum_{u=0}^{q} \beta_{r . u}\left(t_{i j}\right)^{u}+\sum_{v=1}^{d} \beta_{r .(q+v)}\left(t_{i j}-K_{v}\right)_{+}^{q} . \tag{2}
\end{equation*}
$$

The equation (2) can be made in matrix form, as in (3).

$$
\begin{equation*}
\vec{f}(\vec{t})=\mathbf{X} \vec{\beta} \tag{3}
\end{equation*}
$$

where $\vec{f}(\vec{t})=\left[\vec{f}_{1}(\vec{t}), \vec{f}_{2}(\vec{t})\right]^{T}$ are an unknown form of regression function in the first and the second response.

Furthermore, the penalized spline regression model in equation (1) can be expressed to (4) based on the function at (3).

$$
\begin{equation*}
\vec{y}=\mathbf{X} \vec{\beta}+\vec{\varepsilon}, \tag{4}
\end{equation*}
$$

where $\vec{y}$ is a response vector containing the first and the second response. $\mathbf{X}$ is a predictor matrix in the first and the second response. $\underset{\sim}{\mathcal{E}}$ is an error vector in the first and the second response with $E(\vec{\varepsilon})=\overrightarrow{0}$ and $\operatorname{Var}(\vec{\varepsilon})=\boldsymbol{\Omega}$.

In the estimation of the covariance matrix, we need estimates of the nonparametric bi-response regression model un-weighted. The estimation criteria is called penalized least square (PLS) which can be expressed in the form of vector as in (5).

$$
\begin{equation*}
\operatorname{PLS}=(\vec{y}-\mathbf{X} \vec{\beta})^{T}(\vec{y}-\mathbf{X} \vec{\beta})+\lambda \vec{\beta}^{T} \mathbf{D} \vec{\beta} \tag{5}
\end{equation*}
$$

## 4. Estimation of covariance matrix

The assumption for error random $\varepsilon_{r i, j}$ is related to the variance of the error.

$$
E\left(\varepsilon_{r i, j}^{2}\right)=\sigma_{r, i j}^{2}, E\left(\varepsilon_{r . i j}, \varepsilon_{s, i j}\right)=\left\{\begin{array}{cl}
\sigma_{r . i j} \sigma_{s, i j} & ; i=i^{*}  \tag{6}\\
0 & ; i \neq i^{*}
\end{array}\right.
$$

Equation (6) occurs at $r \neq s=1,2$. The model of bi-response nonparametric regression on longitudinal data is assumed to have a correlation between responses and to have a correlation between measurement data on the same subject. This led to the estimation of bi-response nonparametric regression model on longitudinal data using a weighted covariance matrix from $\vec{\varepsilon}$ is $\boldsymbol{\Omega}$.

$$
\begin{equation*}
\boldsymbol{\Omega}=\operatorname{Var}(\vec{\varepsilon})=E[\vec{\varepsilon}-E(\vec{\varepsilon})][\vec{\varepsilon}-E(\vec{\varepsilon})]^{T}=E\left(\vec{\varepsilon}^{T}{ }^{T}\right) \tag{7}
\end{equation*}
$$

where $\vec{\varepsilon}=\left(\vec{\varepsilon}_{1}, \vec{\varepsilon}_{2}\right)^{T}, \vec{\varepsilon}_{1}=\left(\vec{\varepsilon}_{1.1}, \vec{\varepsilon}_{1.2}, \ldots, \vec{\varepsilon}_{1 . n}\right)^{T}, \vec{\varepsilon}_{2}=\left(\vec{\varepsilon}_{2.1}, \vec{\varepsilon}_{2.2}, \ldots, \vec{\varepsilon}_{2, n}\right)^{T}$.
Based on the assumption in (6), we can make a form the matrix of covariance as follows.

$$
\boldsymbol{\Omega}=\left[\begin{array}{ll}
\boldsymbol{\Sigma}_{11 . i} & \boldsymbol{\Sigma}_{12, i}  \tag{8}\\
\boldsymbol{\Sigma}_{21 . i} & \boldsymbol{\Sigma}_{22, i}
\end{array}\right] .
$$

Equation (8) can also be expressed as in (9).

$$
\boldsymbol{\Omega}=\left[\begin{array}{cccccccc}
\boldsymbol{\Sigma}_{11.11} & \mathbf{0} & \ldots & \mathbf{0} & \boldsymbol{\Sigma}_{12.11} & \mathbf{0} & \ldots & \mathbf{0}  \tag{9}\\
\mathbf{0} & \boldsymbol{\Sigma}_{11.22} & \ldots & \mathbf{0} & \mathbf{0} & \boldsymbol{\Sigma}_{12.22} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{\Sigma}_{11 . n n} & \mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{\Sigma}_{12 . n n} \\
\boldsymbol{\Sigma}_{21.11} & \mathbf{0} & \ldots & \mathbf{0} & \boldsymbol{\Sigma}_{22.11} & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Sigma}_{21.22} & \ldots & \mathbf{0} & \mathbf{0} & \boldsymbol{\Sigma}_{22.22} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{\Sigma}_{21 . n n} & \mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{\Sigma}_{22 . n n}
\end{array}\right]
$$

The matrix $\boldsymbol{\Sigma}_{r r i}$ is the matrix of the variance in the same response, $r=1,2$ with the same subject, $i=1,2, \ldots, n$ that is $\boldsymbol{\Sigma}_{r r i}=\operatorname{diag}\left(\boldsymbol{\Sigma}_{r .11}, \boldsymbol{\Sigma}_{r .22}, \ldots, \boldsymbol{\Sigma}_{r ., n n}\right)$. The matrix $\boldsymbol{\Sigma}_{r . s i i}$ is the matrix of covariance in the different response, $r \neq s=1,2$ with the same subject, $i=1,2, \ldots, n$ that is $\boldsymbol{\Sigma}_{r s, i}=\operatorname{diag}\left(\boldsymbol{\Sigma}_{r s .11}, \boldsymbol{\Sigma}_{r s, 22}, \ldots, \boldsymbol{\Sigma}_{r s, n n}\right)$. The matrix of covariance $\boldsymbol{\Omega}$ in equation (9) is used in estimating bi-response nonparametric regression model in longitudinal data with a penalized spline estimator. The matrix of covariance is used to overcome the correlation between responses. The estimation covariance matrix is related to the estimation of error variance in the measurement data. The covariance matrix at (9) is assumed to be unknown, so it estimated as set forth in Theorem 1.

## Theorem 1

If the nonparametric regression model with two responses based on the un-weighted penalized spline in each sample $t_{r, i j}$ is

$$
\vec{y}_{r, i}=\mathbf{X}_{r, t, i} \vec{\beta}_{r}^{(0)}+\vec{\varepsilon}_{r, i}^{(0)}, r=1,2 ; i=1,2, \ldots, n,
$$

then we get

1. $\hat{\sigma}_{r . i j}^{2}=\frac{\vec{y}_{r i}^{T} \mathbf{I}_{r r} \vec{y}_{r, i}-\vec{y}_{r i}^{T} \mathbf{A}_{r}^{T} \mathbf{P}_{r r} \mathbf{A}_{r} \vec{y}_{r i,}}{\operatorname{tr}\left(\mathbf{P}_{r r}\right)}, \mathbf{P}_{r r}=\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right]$
2. $\hat{\sigma}_{r s, i j}=\frac{\vec{y}_{r i}^{T} \mathbf{P}_{r s} \vec{y}_{s, i}-\vec{y}_{r i, i}^{T} \mathbf{A}_{r}^{T} \mathbf{P}_{r s} \mathbf{A}_{s} \vec{y}_{s, i}}{\operatorname{tr}\left(\mathbf{P}_{r s}\right)}, \mathbf{P}_{r s}=\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{s}\right]$

## Proof

The coefficient of regression $\vec{\beta}_{r}^{(0)}$ is a vector of the regression coefficient on the un-weighted penalized spline. The covariance matrix is $\boldsymbol{\Omega}$ in the criteria of PLS. The PLS criterion in (5) can be described in the matrix form.

$$
\begin{equation*}
\text { PLS }=\vec{y}_{r i,}^{T} \vec{y}_{r, i}-2 \vec{\beta}_{r}^{(0) T} \mathbf{X}_{r, t_{i}}^{T} \vec{y}_{r, i}+\vec{\beta}_{r}^{(0) T} \mathbf{X}_{r, t_{i}} \mathbf{X}_{r, t_{i j}} \vec{\beta}_{r}^{(0)}+\vec{\lambda}_{r}^{T} \vec{\beta}_{r}^{(0) T} \mathbf{D}_{r} \vec{\beta}_{r}^{(0)} \tag{10}
\end{equation*}
$$

If equation (10) is differentiable to $\vec{\beta}_{r}^{(0)}$, then obtained

$$
\hat{\bar{\beta}}^{(0)}=\left(\mathbf{X}_{r, t_{j}}^{T} \mathbf{X}_{r, t_{j}}^{T}+\vec{\lambda}_{r}^{T} \mathbf{D}_{r}\right)^{-1} \mathbf{X}_{r, t_{j}}^{T} \vec{y}_{r, i} .
$$

Furthermore, the estimation of nonparametric bi-response regression function in longitudinal data through un-weighted penalized spline estimator can be expressed as follows.

$$
\begin{equation*}
\hat{\vec{f}}_{r}\left(t_{i j}\right)=\mathbf{X}_{r, t_{j}} \hat{\vec{\beta}}^{(0)}=\mathbf{X}_{r, t_{i j}}\left(\mathbf{X}_{r, t_{i j}}^{T} \mathbf{X}_{r, t_{i j}}^{T}+\vec{\lambda}_{r}^{T} \mathbf{D}_{r}\right)^{-1} \mathbf{X}_{r, t_{j}}^{T} \vec{y}_{r, i} . \tag{11}
\end{equation*}
$$

If the matrix of the smoothing parameter is $\mathbf{A}_{r}=\mathbf{X}_{r t_{i j}}\left(\mathbf{X}_{r t_{j}}^{T} \mathbf{X}_{r t_{j j}}^{T}+\vec{\lambda}_{r}^{T} \mathbf{D}_{r}\right)^{-1} \mathbf{X}_{t_{t_{j}}}^{T}$, then the equation (11) can be written into

$$
\hat{\vec{f}}_{r}\left(t_{i j}\right)=\mathbf{A}_{r} \vec{y}_{r, i} .
$$

Next, $E\left(\varepsilon_{r, i j}^{2(0)}\right)$ is obtained on the assumption of $\varepsilon_{r . i j}$ on (7).

$$
\begin{equation*}
E\left(\varepsilon_{r, i j}^{(0)} \varepsilon_{r i j}^{(0)}\right)=E\left\{\vec{y}_{r, i}^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right] \vec{y}_{r, i}\right\}=E\left\{\vec{y}_{r, i}^{T} \mathbf{P}_{r r} \vec{y}_{r, i}\right\}, \tag{12}
\end{equation*}
$$

where $\mathbf{P}_{r r}=\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right]$.
Equation (12) described by using the properties of the matrix and the result it is as follows.

$$
\begin{align*}
E\left(\vec{y}_{r i,}^{T} \mathbf{P}_{r r} \vec{y}_{r, i}\right) & =\operatorname{tr}\left(\mathbf{P}_{r r} \sigma_{r, i \mathbf{I}}^{2} \mathbf{I}\right)+\left(\mathbf{A}_{r} \vec{y}_{r, i}\right)^{T} \mathbf{P}_{r r}\left(\mathbf{A}_{r} \vec{y}_{r, i}\right) \\
& =\sigma_{r, i v}^{2} \operatorname{tr}\left(\mathbf{P}_{r r}\right)+\vec{y}_{r, i}^{T} T_{r}^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right] \mathbf{A}_{r} \vec{y}_{r, i} \\
& =\sigma_{r, i t}^{2} \operatorname{tr}\left(\mathbf{P}_{r r}\right)+\vec{y}_{r i,}^{T} T_{r}^{T} \mathbf{P}_{r r} \mathbf{A}_{r} \vec{y}_{r, i} \tag{13}
\end{align*}
$$

Based on (13), the estimated variance of the error is as follows.

$$
\hat{\sigma}_{r, i j}^{2}=\frac{\overrightarrow{\vec{y}}_{r i,}^{T} \mathbf{P}_{r r} \vec{y}_{r i,}-\vec{y}_{r, i}^{T} \mathbf{A}_{r}^{T} \mathbf{P}_{r r} \mathbf{A}_{r} \vec{y}_{r i}}{\operatorname{tr}\left(\mathbf{P}_{r r}\right)}, \mathbf{P}_{r r}=\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right] .
$$

The covariance assumption of error is expressed by $E\left(\varepsilon_{r i, j}^{(0)}, \varepsilon_{s . i{ }^{\prime} j}^{(0)}\right)$, so $\operatorname{Cov}\left(\varepsilon_{r . i j}^{(0)} \varepsilon_{s . i^{\prime} j}^{(0)}\right)=\sigma_{r . i j} \sigma_{s . i j}$ to $r=s=1,2$ and $i=i^{*}$, as for $\operatorname{Cov}\left(\varepsilon_{r, i j}^{(0)} \varepsilon_{s, i, j}^{(0)}\right)=0$ to $i \neq i^{*}$. Next, $E\left(\varepsilon_{r, i j}^{(0)}, \varepsilon_{s, i j}^{(0)}\right)$ is described as follows.

$$
\begin{equation*}
E\left(\varepsilon_{r . i j}^{(0)}, \varepsilon_{s, i}(0)=E\left\{\vec{y}_{r, i}^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{s}\right] \vec{y}_{s, i}\right\}=E\left\{\vec{y}_{r i}^{T} \mathbf{P}_{r s} \vec{y}_{s, i}\right\},\right. \tag{14}
\end{equation*}
$$

where $\mathbf{P}_{r s}=\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{s}\right]$.
Furthermore, the equation (14) is described and the result is obtained at (15).

$$
\begin{align*}
E\left(\vec{y}_{r i,}^{T} \mathbf{P}_{r s} \vec{y}_{s, i}\right) & =\operatorname{tr}\left(\mathbf{P}_{r s} \sigma_{r: i j} \sigma_{s, i, j} \mathbf{I}\right)+\left(\mathbf{A}_{r} \vec{y}_{r i}\right)^{T} \mathbf{P}_{r s}\left(\mathbf{A}_{s} \vec{y}_{s, i t}\right) \\
& =\sigma_{r i j i} \sigma_{s, i j} \operatorname{tr}\left(\mathbf{P}_{r s}\right)+\vec{y}_{r i,}^{T} \mathbf{A}_{r}^{T}\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{s}\right] \mathbf{A}_{s} \vec{y}_{s, i} \\
& =\sigma_{r, i j} \sigma_{s, i t j} \operatorname{tr}\left(\mathbf{P}_{r s}\right)+\vec{y}_{r, i}^{T} \mathbf{A}_{r}^{T} \mathbf{P}_{r s} \mathbf{A}_{s} \vec{y}_{s, i^{*}} \tag{15}
\end{align*}
$$

Let $\sigma_{r: i j} \sigma_{s, i{ }^{*} j}=\sigma_{r: i, j}$, then the estimated variance of the error is as follows.

$$
\hat{\sigma}_{r s, i j}=\frac{\vec{y}_{r . i}^{T} \mathbf{P}_{r s} \vec{y}_{s, i}-\vec{y}_{r i}^{T} \mathbf{A}_{r}^{T} \mathbf{P}_{r s} \mathbf{A}_{s} \vec{y}_{s, i}}{\operatorname{tr}\left(\mathbf{P}_{r s}\right)}, \mathbf{P}_{r s}=\left[\mathbf{I}-\mathbf{A}_{r}\right]^{T}\left[\mathbf{I}-\mathbf{A}_{s}\right] .
$$

As a result of the theorem, estimation of covariance matrices $\boldsymbol{\Omega}$ on (9) in the nonparametric biresponse regression model on the longitudinal data based on the penalized spline estimator, it is as follows.

$$
\hat{\boldsymbol{\Omega}}=\left[\begin{array}{cccccccc}
\hat{\boldsymbol{\Sigma}}_{11.11} & \mathbf{0} & \ldots & \mathbf{0} & \hat{\boldsymbol{\Sigma}}_{12.11} & \mathbf{0} & \ldots & \mathbf{0}  \tag{16}\\
\mathbf{0} & \hat{\boldsymbol{\Sigma}}_{11.22} & \ldots & \mathbf{0} & \mathbf{0} & \hat{\boldsymbol{\Sigma}}_{12.22} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \hat{\boldsymbol{\Sigma}}_{11 . . n n} & \mathbf{0} & \mathbf{0} & \ldots & \hat{\boldsymbol{\Sigma}}_{12 . n n} \\
\hat{\boldsymbol{\Sigma}}_{21.11} & \mathbf{0} & \ldots & \mathbf{0} & \hat{\boldsymbol{\Sigma}}_{22.11} & \mathbf{0} & \ldots & \mathbf{0} \\
\mathbf{0} & \hat{\boldsymbol{\Sigma}}_{21.22} & \ldots & \mathbf{0} & \mathbf{0} & \hat{\boldsymbol{\Sigma}}_{22.22} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \hat{\boldsymbol{\Sigma}}_{21 . n n} & \mathbf{0} & \mathbf{0} & \ldots & \hat{\boldsymbol{\Sigma}}_{22 . n n}
\end{array}\right]
$$

with $\hat{\boldsymbol{\Sigma}}_{r r i i}=\operatorname{diag}\left(\hat{\sigma}_{r i,}^{2}, \hat{\sigma}_{r i,}^{2}, \ldots, \hat{\sigma}_{r i}^{2}\right)$ and $\hat{\boldsymbol{\Sigma}}_{r s, i i}=\operatorname{diag}\left(\hat{\sigma}_{r i,} \hat{\sigma}_{s i,}, \hat{\sigma}_{r i,} \hat{\sigma}_{s, i}, \ldots, \hat{\sigma}_{r i,} \hat{\sigma}_{s, i}\right)$.

## 5. Simulation Study

The ability of covariance matrix as a weighting in the nonparametric bi-response regression model of the longitudinal data is shown through a simulation study. We use a covariance matrix corresponding to equation (19). Simulated studies were performed on the number of subjects 5,10 and 30 , while each subject was measured from 3 to 5 times the measurement. The correlation between the first and the second response is 0.9 and $\varepsilon_{r} \square N(0,1)$. The model of each response to the number of knot points of 2 and the lambda is 0.5 is shown in equation (17).

$$
\begin{align*}
& y_{1 . i j}=f_{1}\left(t_{i j}\right)+\varepsilon_{1 . i j}, \quad \varepsilon_{1 . i j} \square N(0,1), \\
& y_{2 . i j}=f_{2}\left(t_{i j}\right)+\varepsilon_{2 . i j}, \quad \varepsilon_{2 . i j} \square N(0,1), \tag{17}
\end{align*}
$$

where $f_{1}=3.5+2 t_{i j}-t_{i j}^{2}+2\left(t_{i j}-2\right)_{+}^{2}-2\left(t_{i j}-4\right)_{+}^{2}$ and $f_{2}=6.5-t_{i j}+2 t_{i j}^{2}+1.5\left(t_{i j}-2\right)_{+}^{2}+1.5\left(t_{i j}-4\right)_{+}^{2}$
We compare the error value of the simulated data with the error value after weight through the covariance matrix. It is shown through Box Plot in figure 1.
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Figure 1. Plots of error of simulation data with error after weight through a matrix of covariance based on penalized spline estimators.

Figure 1 consists of three box plots for each number of subjects 5, 10 and 30. Each box plot shows an error from the model of simulated data without weighted (left) and error after weight with the covariance matrix (right). The results of the analysis show that the error of the simulated data without weighted is greater than the estimated error of the nonparametric bi-response regression model with the covariance matrix. The average error of the model of the covariance matrix rate close to zero with smaller error range. This result shows the superiority of the covariance matrix of error in overcoming the correlation that occurs in the longitudinal data of bi-response through the penalized spline estimator. The simultaneous process between the covariance matrix, knots and smoothing parameters are capable of produce estimation errors of smaller nonparametric bi-response regression models.

## 6. Conclusion

In this study, we described the covariance matrix estimation of the error in the bi-response longitudinal case through a penalized spline estimator. In addition, through simulation studies, we also demonstrated the ability of the covariance matrix as weight in correlated bi-response data. The result of the covariance matrix estimation through the penalized spline estimator is outlined in Theorem 1, and then it used in the simulation study. Our results have shown that the use of the covariance matrix as weight as set forth in Theorem 1 is capable of providing a smaller error value. The error value is shown through the box plot on several simulations of a number of different subjects.
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