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## PREFACE

The fifth International Conference on Research, Implementation, and Education of Mathematics and Science (ICRIEMS) is an annual conference organized by the Faculty of Mathematics and Natural Science, Yogyakarta State University, Yogyakarta, Indonesia and successfully held from 7 to 8 May, 2018. The theme of the $5^{\text {th }}$ ICRIEMS is revitalizing research and education on mathematics and science for innovations and social development. The conference was a forum for researchers, educators, students, policy makers, and practitioners to achieve the innovation and social development through research and education on mathematics and science, as it is accentuated by the theme of this conference. The scope of this conference covers the area of mathematics, chemistry, physics, biology, mathematics education, chemistry education, physics education, and science education. This proceeding contains 157 that have been carefully peer reviewed and selected from 575 papers submitted to the conference.
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On behalf of the Organizing Committee of the $5^{\text {th }}$ ICRIEMS Agung Wijaya Subiantoro, Ed.D.

## List of Committees

International Advisory Committee

1. Prof. Dr. Wim T van Horssen (Applied Mathematics, TU Delft, Netherland)
2. Prof. (Assoc.) Dr. Nor'ashiqin Mohd Idrus (Mathematics Education, Universiti Pendidikan Sultan Idris, Malaysia)
3. Dr. Emeterio Franco Perez (Mathematics Education, University of Colima, Mexico)
4. Osval Antonio Montesinos Lopez, Ph.D (Biostatistics, University of Colima, Mexico)
5. Dr. Herni Utami, M.Si. (Statistics, Universitas Gadjah Mada, Indonesia)
6. Dr. Hasih Pratiwi (Statistics, Universitas Sebelas Maret, Indonesia)
7. Dr.Eng. Liem Peng Hong (Physics, Nippon Advanced Information Service Co., Inc (NAIS Co., Inc) Japan, Visiting Professor at Tokyo City University, Japan)
8. Allen Price, Ph.D (Physics Education, Emmanuel College Boston, USA)
9. Prof. Dr. Mudasir, M.Eng. (Chemistry, Universitas Gadjah Mada, Indonesia)
10. Hasan Daupor, Ph.D (Chemistry, Yala Rajabhat University, Thailand)
11. Dr. Muhd Ibrahim (Chemistry Education, Universiti Pendidikan Sultan Idris, Malaysia)
12. Prof. Saberi Bin Othman (Biology, Universiti Pendidikan Sultan Idris, Malaysia)
13. Ana Otero, Ph.D (Biology/Biology Education, Emmanuel College, Boston, USA)
14. Prof. Dr. Yoshisuke Kumano (Science Education, Shizuoka University, Japan)

Organizing Committee

1. Dr. Hartono
2. Dr. rer.nat Senam
3. Dr. Slamet Suyanto
4. Agung Wijaya Subiantoro, Ed.D.
5. Kismiantini, Ph.D.
6. Nur Aeni Ariyanti, Ph.D
7. Dr. Sri Andayani
8. Dr. Rida Siti Nur'aini Mahmudah
9. Dr. Ixora Sartika Mercuriani
10. Dr. Antuni Wiyarsi
11. Dr. Karyati
12. Wahyu Setyaningrum, Ph.D
13. Dr. Pujianto
14. Dr. Supardi
15. Ilham Rizkianto, M. Sc.

## PAPER • OPEN ACCESS

## Peer review statement

To cite this article: 2018 J. Phys.: Conf. Ser. 1097011002

View the article online for updates and enhancements.

## IOP ebooks ${ }^{\text {m }}$

Bringing you innovative digital publishing with leading voices to create your essential collection of books in STEM research.

Start exploring the collection - download the first chapter of every title for free.

## Peer review statement

All papers published in this volume of Journal of Physics: Conference Series have been peer reviewed through processes administered by the proceedings Editors. Reviews were conducted by expert referees to the professional and scientific standards expected of a proceedings journal published by IOP Publishing.

This site uses cookies．By continuing to use this site you agree to our use of cookies．To find out more，see our Privacy and Cookies policy．

## Table of contents

Volume 1097
2018
4 Previous issue Next issue＊

The 5th International Conference on Research，Implementation，\＆Education of Mathematics and Sciences 7－8 May 2018，Yogyakarta，Indonesia

View all abstracts

Accepted papers received： 3 September 2018
Published online： 12 October 2018
Preface
OPEN ACCESS 011001

The 5th International Conference on Research，Implementation，\＆Education of Mathematics and Sciences
＋View abstract 戌 PDF

0PEN Access
Peer review statement
＋View abstract 达 PDF

## Papers

## OPEN ACCESS

Using Video Integrated with Local Potentiality to Improve Students＇Concept Mastery in Natural Science Learning
E C Dewi，I G P Suryadarma and I Wilujeng
＋View abstract 岡 PDF

OPEN ACCESS
Gender Differences in Students＇Science Literacy towards Learning on Integrated Science Subject
M L Kristyasari，S Yamtinah，S B Utomo，Ashadi and $N$ Y Indriyanti
＋View abstract PDF
OPEN ACCESS 012003

The Analysis of High School Students＇Science Literacy Based on Nature of Science Literacy Test（NOSLiT）
P R Murti，N S Aminah and Harjana
＋View abstract（4）PDF

## OPEN ACCESS

The Development of Science Worksheet Based on Inquiry Science Issues to Improve Critical Thinking and Scientific Attitude P W Hastuti，S Nurohman and W Setianingsih
＋View abstract 岡 PDF

## OPEN ACCESS

The Effectiveness of A Local Potentiality Based Learning Video About Distillation Clove Leaf Essential Oil to Improve Generic Skill
D H Murti，Z K Prasetyo and I Wilujeng
＋View abstract 閉 PDF

A Generalization of Basis and Free Modules Relatives to a Family $\mathcal{U}$ of $R$－Modules
Fitriani，I E Wijayanti and B Surodjo
$\boldsymbol{+}$ View abstract 龱 PDF

## OPEN ACCESS

Some Properties of Coideal over Coalgebras
Nikken Prima Puspita and Budi Surodjo
＋View abstract \＆PDF
OPEN ACCESS 012089

Finite Volume Method with Explicit Scheme Technique for Solving Heat Equation
F Y Saptaningtyas and A D Setyarsi
＋View abstract 国 PDF
OPEN ACCESS 012090

Regular Perturbation of Inviscid Burger Equation in a Traffic Flow Problem
Hartono，N Binatari and F Y Saptaningtyas
＋View abstract PDF
OPEN ACCESS 012091

Estimation of Regression Function in Multi－Response Nonparametric Regression Model Using Smoothing Spline and Kernel Estimators

B Lestari，Fatmawati，I N Budiantara and N Chamidah
＋View abstract 团 PDF

## OPEN ACCESS

Standard Growth Charts for Weight of Children in East Java Using Local Linear Estimator
N Chamidah，E Tjahjono，A R Fadilah and B Lestari
＋View abstract 国 PDF
OPEN ACCESS 012093

The Design and Impact of Interactive E－Book on Academic Language Achievement to Language Minority Students
M Phadung and S Dueramae
＋View abstract PDF
OPEN ACCESS 012094

Fostering pre－service mathematics teachers＇technological pedagogical content knowledge（TPACK）through the learning community

Lilla Adulyasas
＋View abstract M PDF

OPEN ACCESS
How Could We Assess the Pedagogical and Professional Competences of Prospective Mathematics Teachers？
A Wijaya，R Rosnawati and Tuharto
＋View abstract PDF

## OPEN ACCESS

Investigating mathematical literacy，mathematical reasoning skill，and self esteem of a public high school
GI Ratnasari and A M Abadi
＋View abstract 凬 PDF

The Perception of Junior High School Students in Sleman on Mathematics and Creativity
E Susanti and Hartono

Journal of Physics: Conference Series, Volume 1,097, 2018 - IOPscience

Assimilation and Accommodation Processes in Improving Mathematical Creative Thinking with Scaffolding According to Learning Style

Wahyudi, S B Waluya, Rochmad and H Suyitno

+ View abstract 凬 PDF


## OPEN ACCESS

What are the common errors made by students in solving logarithm problems?
I Rafi and H Retnawati

+ View abstract 凩 PDF


## JOURNAL LINKS

Journal home
Information for organizers
Information for authors
Search for published proceedings
Contact us
Reprint services from Curran Associates

# Estimation of Regression Function in Multi-Response Nonparametric Regression Model Using Smoothing Spline and Kernel Estimators 

To cite this article: B Lestari et al 2018 J. Phys.: Conf. Ser. 1097012091

View the article online for updates and enhancements.

## IOP ebooks ${ }^{\text {m }}$

Bringing you innovative digital publishing with leading voices to create your essential collection of books in STEM research.

Start exploring the collection - download the first chapter of every title for free.

# Estimation of Regression Function in Multi-Response Nonparametric Regression Model Using Smoothing Spline and Kernel Estimators 

B Lestari ${ }^{1}$, Fatmawati $^{2}$, I N Budiantara ${ }^{\mathbf{3}}$, and $\mathbf{N C h a m i d a h}^{2}$<br>${ }^{1}$ Department of Mathematics, Faculty of Mathematics and Natural Sciences, The University of Jember<br>Jember 68121, Indonesia.<br>${ }^{2}$ Department of Mathematics, Faculty of Sciences and Technology, Airlangga University<br>Surabaya 60115, Indonesia.<br>${ }^{3}$ Department of Statistics, Sepuluh Nopember Institute of Technology<br>Surabaya 60111, Indonesia.<br>fatmawati@fst.unair.ac.id


#### Abstract

The functions which describe relationship of more than one response variables observed at several values of the predictor variables in which there are correlations among the responses can be estimated by using a multi-response nonparametric regression model approach. In this study, we discuss about how we estimate the regression function of the multiresponse nonparametric regression model by using both smoothing spline and kernel estimators. The principal objective is determining the smoothing spline and kernel estimators to estimate the regression function of the multi-response nonparametric regression model. The obtained results show that the regression functions obtained by using smoothing spline and kernel estimators are mathematically just distinguished by their smoother matrices. In addition, they are linear in observation and bias estimators.


## 1. Introduction

Speaking about a function which draws relationship of more than one the response variables observed at several values of the predictor variables, we cannot omit a common model called as a regression model. In statistical analysis that applies the regression model approach, we always be faced to the main statistical problem, i.e., how we estimate the regression function in the regression model. There are two main regression model approaches in the regression analysis. We can apply parametric regression model approach when the pattern of the regression function indicates the specific pattern, for examples, linear, quadratic, cubic, etc. On the other hand, when it pattern does not indicate the specific pattern, we must use the nonparametric regression model approach. The estimating of regression function of the nonparametric regression model can be used some estimators, i.e., kernel estimator, spline estimator, local polynomial estimator, wavelet estimator, etc. Spline is an estimator that has the best flexibility in estimating the nonparametic regression function compared with the others. Spline estimator used for estimating the regression function of the nonparametric regression model has been discussed by many researchers. Estimation of regression function of the nonparametric regression for smooth data by using original spline has been discussed by [1] and [2]. In [3] researcher
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compared between generalized cross validation (GCV) and generalized maximum likelihood (GML) mehods for selecting the smoothing parameter in the generalized spline smoothing problem. The using of M-type spline for overcoming outliers in the nonparametric regression has been proposed by [4] and [5]. In [6] researcher used bayesian method for constructing the confidence interval for original spline model. Relaxed spline and quantile spline estimators ware used by [7] and [8], respectively, for estimating the regression functions. In [9] researchers estimated the regression function of nonparametric regression model that has different variances of errors by using weighted spline estimator. The smoothing spline estimator in the nonparametric regression models which have correlation among their random errors was discussed by [10]. In [11] researcher used reproducing kernel Hilbert spaces (RKHS) concept to create techniques to build spline statistical model. In [12] researchers investigated the asymptotic properties of spline estimators of functional linear regression with errors-in-variables. In [13] researchers estimated the variance functions by using smoothing spline estimator. Besides that, there are some researches who have discussed about kernel estimator. In [14] researcher pointed that the spline estimator is better than kernel estimator in estimating nonparametric regression model of gross national product data. A weighted average to estimate the regression function of the raw data was used by [15]. In [16] and [17] researchers used kernel estimator for estimating the regression function and stated that kernel function should be symmetric. Note that, researchers mentioned above discussed spline and kernel estimators just for single response nonparametric regression models. They have not discussed the multi-responses nonparametric regression model.

The model discussed in this study provides powerful tools to model the function that draws relationship of more than one response variables observed at several values of predictor variables where among responses are correlated. The nonparametric models of multi-response data have been studied by some researchers. Algorithms of spline smoothing have been created by [18], [19] and [20]. The estimating of multivariate function by using smoothing spline and RKHS has been developed by [21]. In [22] and [23] researchers estimated regression function of the nonparametric regression models with serially and spatially correlated errors, respectively. In [24] researchers estimated biresponse nonparametric regression function with equal correlation of errors by using spline smoothing. In [25] and [26] researchers have determined spline estimators for estimating the multiresponse nonparametric regression model with equal and unequal correlations of errors, respectively. In [27] researchers applied the multi-response nonparametric regression approach to design child growth chart. In [28] researchers estimated the multi-responses nonparametric regression model that has heteroscedastic variances by using spline estimator. Estimation of the homoscedastic multiresponses nonparametric regression in which the number of observations were unbalance discussed by [29]. Estimations of covariance matrix by using spline have been studied by [30] and [31]. But, these researchers only discussed the using of spline estimator for estimating the multi-response nonparametric regression model. They have not discussed the estimating of regression function by using kernel estimator. In addition, although [14] has discussed about smoothing spline and kernel regression estimation techniques, but [14] discussed them to estimate regression function of the uniresponse nonparametric regression model only, and not in multi-response model.

In this study, we build the multi-response nonparametric regression model by developing the biresponse nonparametric model proposed by [24] to the more than two responses model. Next, we determine the smoothing spline and kernel estimators for estimating the regression function of the multi-response nonparametric regression model.

## 2. Results and Discussion

In this section, we give results and discussion about estimation of regression function in the multiresponse nonparametric regression model by using smoothing spline and kernel estimators.

### 2.1. Estimation of Regression Function Using Smoothing Spline Estimator

Firstly, we consider a paired data set $\left(y_{k i}, t_{k i}\right)$ that follows a model called as the multi-response nonparametric regression model as follows:

$$
\begin{equation*}
y_{k i}=f_{k}\left(t_{k i}\right)+\varepsilon_{k i}, \quad a_{k} \leq t_{k} \leq b_{k}, \quad i=1,2, \ldots, n_{k}, \quad k=1,2, \ldots, p \tag{1}
\end{equation*}
$$

where $k$ repesents the number of response, and $f_{1}, f_{2}, \ldots, f_{p}$ are unknown regression functions assumed to be smooth in Sobolev space $W_{2}^{m}\left[a_{k}, b_{k}\right] . \varepsilon_{k i}$ are zero-mean independent random errors with variance $\sigma_{k i}^{2}([19])$. The main objective of nonparametric regression analysis is estimate unknown functions $f_{k} \in W_{2}^{m}\left[a_{k}, b_{k}\right]$ in model (1). In the parametric regression model of the form $y=f(t)+\varepsilon$, where $f$ is some known, smooth function, we must get the suitable form of $f$. In contrary, in the nonparametric regression model, some of $f$ is unknown, smooth function, and we are not specify it.
 $\underset{\sim}{t}=\left(t_{1}, t_{2}, \ldots, t_{\sim}\right)^{\prime} \quad$ where $\quad \underset{\sim}{y}=\left(y_{k 1}, y_{k 2}, \ldots, y_{k n}\right)^{\prime}, \quad f_{k}=\left(f_{k}\left(t_{k 1}\right), f_{k}\left(t_{k 2}\right), \ldots, f_{k}\left(t_{k n}\right)\right)^{\prime}$, $\varepsilon_{k}=\left(\varepsilon_{k 1}, \varepsilon_{k 2}, \ldots, \varepsilon_{k n}\right)^{\prime}, t_{k}=\left(t_{k 1}, t_{k 2}, \ldots, t_{k n}\right)^{\prime}$. Therefore, for $i=1,2, \ldots, n_{k}$ and $k=1,2, \ldots, p$, we can write equation (1) in the following equation:

$$
\begin{equation*}
\underset{\sim}{y}=\underset{\sim}{f}+\underset{\sim}{\varepsilon} \tag{2}
\end{equation*}
$$

where $E(\underset{\sim}{\varepsilon})=\underset{\sim}{0}$, and $\quad \operatorname{Cov}(\underset{\sim}{\varepsilon})=\left[W\left({\underset{\sim}{\sigma}}^{2}\right)\right]^{-1}=\operatorname{diag}\left(W_{1}\left(\sigma_{\sim}^{2}\right), W_{2}\left(\sigma_{\sim}^{2}\right), \ldots, W_{p}\left(\sigma_{\sim}^{2}\right)\right) \quad$ ([28] and [32]). Estimating of the functions $\underset{\sim}{f}$ in (2) by using smoothing spline estimator appears as a solution to the penalized weighted least-square (PWLS) minimization problem, i.e., determine $\underset{\sim}{f}$ that can make the following PWLS minimum:
for pre-specified value $\lambda_{\sim}^{\lambda}=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}\right)^{\prime}$. Note that, in equation (3), the first term represents the sum squares of errors and it penalizes the lack of fit. While, the second term which is weighted by $\underset{\sim}{\boldsymbol{\lambda}}$ represents the roughness penalty and it imposes a penalty on roughness. It means that the curvature of $\underset{\sim}{f}$ is penalized by it. In equation (3), $\lambda_{k}(k=1,2, \ldots, p)$ is called as the smoothing parameter. The solution will be vary from interpolation to a linear model, if $\lambda_{k}$ varies from 0 to $+\infty$. So that, if $\lambda_{k} \rightarrow+\infty$, the roughness penalty will dominante in (3), and the smoothing spline estimate will be forced to be a constant. If $\lambda_{k} \rightarrow 0$, the roughness penalty will disappear in (3), and the spline estimate will interpolate the data. Thus, the trade-off between the goodness of fit given by:

$$
\left(\sum_{k=1}^{p} n_{k}\right)^{-1}\left(y_{l}-f_{\nu} f_{j}^{\prime}\right) W_{1}\left(y_{1}-f_{\nu}\right)+\ldots+\left(y_{p}-f_{p}\right)^{\prime} W_{p}\left(y_{p}-f_{p}\right)
$$

and smoothness of the estimate given by:

$$
\lambda_{1} \int_{a_{1}}^{h_{1}}\left(f_{1}^{(2)}(t)\right)^{2} d t+\ldots+\lambda_{p} \int_{a_{k}}^{b_{k}}\left(f_{p}^{(2)}(t)\right)^{2} d t
$$

is controlled by the smoothing parameter $\lambda_{k}$. The solution for minimization problem in (3) is a smoothing spline estimator where its function basis is a "natural cubic spline" with $t_{1}, t_{2}, \ldots, t_{n_{k}}(k=1,2, \ldots, p)$ as its knots. Based on this concept, a particular structured spline interpolation that depends on selection of the smoothing parameter $\lambda_{k}$ value becomes a appropriate approach of the functions $f_{k}(k=1,2, \ldots, p)$ in model (1). Let $\underset{\sim}{f}=\left(\underset{\sim}{f}, \underset{\sim}{f}, \ldots, f_{\sim}\right)^{\prime}$ where ${\underset{\sim}{k}}^{f}=\left(f_{k}\left(t_{k 1}\right), f_{k}\left(t_{k 2}\right), \ldots, f_{k}\left(t_{k n}\right)\right)^{\prime}, \quad k=1,2, \ldots, p$, be the vector of values of function
$f_{k}(k=1,2, \ldots, p)$ at the knot points $t_{1}, t_{2}, \ldots, t_{n_{k}}(k=1,2, \ldots, p)$. If we express the model of paired data set into a general smoothing spline regression model, we will get the following expression:

$$
\begin{equation*}
y_{k i}=L_{t_{k}} f_{k}+\varepsilon_{k i}, \quad i=1,2, \ldots, n_{k} ; k=1,2, \ldots, p \tag{4}
\end{equation*}
$$

where $f_{k} \in \mathscr{H}_{k}\left(\mathscr{H}_{k}\right.$ represents Hilbert space) is an unknown smooth function, and $L_{t_{k}} \in \mathscr{H}_{k}$ is a bounded linear functional.

Suppose $\mathscr{H}_{k}$ can be decomposed into two subspaces $\boldsymbol{U}_{k}$ and $\boldsymbol{w}_{k}$ as follows:

$$
\boldsymbol{H}_{k}=\boldsymbol{u}_{k} \oplus \boldsymbol{w}_{k}
$$

where $\boldsymbol{u}_{k} \perp \boldsymbol{w}_{k}, k=1,2, \ldots, p$. Suppose that $\left\{u_{k 1}, u_{k 2}, \ldots, u_{k m_{k}}\right\}$ and $\left\{\omega_{k 1}, \omega_{k 2}, \ldots, \omega_{k n_{k}}\right\}$ are bases of spaces $\boldsymbol{u}_{k}$ and $\boldsymbol{w}_{k}$, respectively. Then, we can express every function $f_{k} \in \mathscr{H}_{k}(k=1,2, \ldots, p)$ into the following expression:

$$
f_{k}=g_{k}+h_{k}
$$

where $g_{k} \in \boldsymbol{U}_{k}$ and $h_{k} \in \boldsymbol{w}_{k}$. Since $\left\{u_{k 1}, u_{k 2}, \ldots, u_{k m_{k}}\right\}$ is basis of space $\boldsymbol{U}_{k}$ and $\left\{\omega_{k 1}, \omega_{k 2}, \ldots, \omega_{k n_{k}}\right\}$ is basis of space $\boldsymbol{w}_{k}$, then for every $f_{k} \in \mathscr{H}_{k}(k=1,2, \ldots, p)$ follows:

$$
\begin{equation*}
f_{k}=\sum_{j=1}^{m_{k}} d_{k j} u_{k j}+\sum_{i=1}^{n_{k}} c_{k i} \omega_{k i}={\underset{\sim}{u}}_{\underset{k}{\prime}}^{\sim}{\underset{\sim}{k}}+\underset{\sim}{\omega} \underset{\sim}{\prime}{\underset{\sim}{c}} ; k=1,2, \ldots, p ; d_{k j} \in \mathcal{R} ; c_{k i} \in \mathcal{R} \tag{5}
\end{equation*}
$$

where $\quad \underset{\sim}{u}=\left(u_{k 1}, u_{k 2}, \ldots, u_{k m_{k}}\right)^{\prime}, \quad \underset{\sim}{d}=\left(d_{k 1}, d_{k 2}, \ldots, d_{k m_{k}}\right)^{\prime}, \quad \underset{\sim}{\omega}=\left(\omega_{k 1}, \omega_{k 2}, \ldots, \omega_{k n_{k}}\right)^{\prime}, \quad$ and ${\underset{\sim}{c}}^{c_{k}}=\left(c_{k 1}, c_{k 2}, \ldots, c_{k n_{k}}\right)^{\prime}$. Furthermore, since $L_{t_{k i}}$ is a function which is bounded and linear in $\mathscr{H}_{k}$, and $f_{k} \in \mathscr{H}_{k}, k=1,2, \ldots, p$ then we have:

$$
\begin{equation*}
L_{t_{k i}} f_{k}=L_{t_{k i}}\left(g_{k}+h_{k}\right)=g_{k}\left(t_{k i}\right)+h_{k}\left(t_{k i}\right)=f_{k}\left(t_{k i}\right) . \tag{6}
\end{equation*}
$$

Based on model (1), and by applying the Riesz representation theorem ([33]), and because of $L_{t_{k i}} \in \mathscr{H}_{k}$ is bounded linear functional, then according to [33] there is a representer $\xi_{k i} \in \mathscr{H}_{k}$ of $L_{t_{k i}}$ which follows:

$$
\begin{equation*}
L_{t_{k i}} f_{k}=\left\langle\xi_{k i}, f_{k}\right\rangle=f_{k}\left(t_{k i}\right), f_{k} \in \mathscr{H}_{k} \tag{7}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes an inner product. Based on (4) and by applying the properties of the inner product, we get:

$$
\begin{equation*}
f_{k}\left(t_{k i}\right)=\left\langle\xi_{k i},{\underset{\sim}{k}}_{\prime}^{\prime} \underset{\sim}{d}+\omega_{k}^{\prime}{\underset{\sim}{c}}^{c}\right\rangle=\left\langle\xi_{k i}, \underset{\sim}{\prime}, \underset{\sim}{\prime}{\underset{k}{k}}\right\rangle+\left\langle\xi_{k i}, \omega_{k}^{\prime}{\underset{\sim}{c}}\right\rangle . \tag{8}
\end{equation*}
$$

Next, by applying equation (8), for $k=1$ we have:

$$
f_{1}\left(t_{1 i}\right)=\left\langle\xi_{1 i},{\underset{\sim}{c}}_{1}^{\prime} \underset{\sim}{d}\right\rangle+\left\langle\xi_{1 i}, \omega_{1}^{\prime}{\underset{\sim}{c}}^{c}\right\rangle, i=1,2, \ldots, n_{1}
$$

and for $i=1,2,3, \ldots, n_{1}$ we have:

$$
\begin{equation*}
\underset{\sim}{f}\left(t_{1}\right)=\left(f_{1}\left(t_{11}\right), f_{1}\left(t_{12}\right), \ldots, f_{1}\left(t_{1 n_{1}}\right)\right)^{\prime}=K_{1} \underset{\sim}{d}+\Sigma_{1} c_{\sim}^{1}, \tag{9}
\end{equation*}
$$

where:

$$
K_{1}=\left[\begin{array}{cccc}
\left\langle\xi_{11}, u_{11}\right\rangle & \left\langle\xi_{11}, u_{12}\right\rangle & \cdots & \left\langle\xi_{11}, u_{1 m_{1}}\right\rangle \\
\left\langle\xi_{12}, u_{11}\right\rangle & \left\langle\xi_{12}, u_{12}\right\rangle & \ldots & \left\langle\xi_{12}, u_{1 m_{1}}\right\rangle \\
\vdots & \vdots & \vdots & \vdots \\
\left\langle\xi_{1 n_{1}}, u_{11}\right\rangle & \left\langle\xi_{1 n_{1}}, u_{12}\right\rangle & \cdots & \left\langle\xi_{1 n_{1}}, u_{1 m_{1}}\right\rangle
\end{array}\right], \quad \Sigma_{1}=\left[\begin{array}{cccc}
\left\langle\xi_{11}, \omega_{11}\right\rangle & \left\langle\xi_{11}, \omega_{12}\right\rangle & \cdots & \left\langle\xi_{11}, \omega_{1 n_{1}}\right\rangle \\
\left\langle\xi_{12}, \omega_{11}\right\rangle & \left\langle\xi_{12}, \omega_{12}\right\rangle & \cdots & \left\langle\xi_{12}, \omega_{1 n_{1}}\right\rangle \\
\vdots & \vdots & \vdots & \vdots \\
\left\langle\xi_{1 n_{1}}, \omega_{11}\right\rangle & \left\langle\xi_{1 n_{1}}, \omega_{12}\right\rangle & \ldots & \left\langle\xi_{1 n_{1}}, \omega_{1 n_{1}}\right\rangle
\end{array}\right],
$$

$\underset{\sim}{d}=\left(d_{11}, d_{12}, \ldots, d_{1 m_{1}}\right)^{\prime}$, and $\underset{\sim}{c}=\left(c_{11}, c_{12}, \ldots, c_{1 n_{1}}\right)^{\prime}$.
 regression curve $\underset{\sim}{f}(t)$ can be expressed as:

$$
\begin{align*}
& \left.=\operatorname{diag}\left(K_{1}, K_{2}, \ldots, K_{p}\right)(\underset{\sim}{d}, \underset{\sim}{d}, \ldots, \underset{\sim}{d})^{\prime}+\operatorname{diag}\left(\Sigma_{1}, \Sigma_{2}, \ldots, \Sigma_{p}\right)\left(\underset{\sim}{c},{\underset{\sim}{c}}_{2}, \ldots, \underset{\sim}{c}\right)^{\prime}\right)^{\prime}=K \underset{\sim}{d}+\sum_{\sim}^{c} . \tag{10}
\end{align*}
$$

In equation (10), $K$ is a $(N \times M)$-matrix and $\underset{\sim}{d}$ is a vector of parameters with dimension $(M \times 1)$ (where $N=\sum_{k=1}^{p} n_{k}, M=\sum_{k=1}^{p} m_{k}$ ) that are expressed as:

$$
K=\operatorname{diag}\left(K_{1}, K_{2}, \ldots, K_{p}\right), \text { and } \underset{\sim}{d}=(\underset{\sim}{d}, \underset{\sim}{d}, \ldots, \underset{\sim}{d})^{\prime}, \text { respectively. }
$$

Also, $\Sigma$ is a $(N \times N)$-matrix, and $\underset{\sim}{c}$ is a $(N \times 1)$-vector of parameters which are expressed as:

$$
\Sigma=\operatorname{diag}\left(\Sigma_{1}, \Sigma_{2}, \ldots, \Sigma_{p}\right), \text { and } \underset{\sim}{c}=\left(\underset{\sim}{c},{\underset{\sim}{c}}_{\prime}^{c}, \ldots, \underset{\sim}{c}\right)^{\prime}, \text { respectively }
$$

Therefore, we can write model in (2) as follows:

$$
\underset{\sim}{y}=K \underset{\sim}{d}+\Sigma \underset{\sim}{c}+\underset{\sim}{\varepsilon} .
$$

We use the RKHS method to obtain the estimation of $\underset{\sim}{f}$, by solving the following optimization:

$$
\begin{equation*}
\operatorname{Min}_{\substack{f_{k} \mathcal{\mathcal { F } _ { k }} \\ k=1,2, \ldots, p}}\left\{\left\|W^{\frac{1}{2}}\left({\underset{\sim}{\sigma}}^{2}\right) \underset{\sim}{\mathcal{E}}\right\|^{2}\right\}=\operatorname{Min}_{\substack{f_{k} \mathcal{\mathcal { H } _ { k }} \\ k=1,2, \ldots, p}}\left\{\left\|W^{\frac{1}{2}}\left({\underset{\sim}{\sigma}}^{2}\right)(\underset{\sim}{y}-\underset{\sim}{f})\right\|^{2}\right\} \tag{11}
\end{equation*}
$$

with constraint:

$$
\begin{equation*}
\int_{a_{k}}^{b_{k}}\left[f_{k}^{(m)}\left(t_{k}\right)\right]^{2} d t_{k}<\gamma_{k}, \gamma_{k} \geq 0 . \tag{12}
\end{equation*}
$$

To solve the optimization (11) with constraint (12) is equaivalent to solve the optimization PWLS:

$$
\begin{equation*}
\operatorname{Min}_{\substack{f_{k} \in W_{2}^{m}\left[a_{k}, b_{k}\right] \\ k=1,2, \ldots, p}}\left\{N^{-1}(\underset{\sim}{y}-\underset{\sim}{f})^{\prime} W\left(\underset{\sim}{\sigma^{2}}\right)(\underset{\sim}{y}-\underset{\sim}{f})+\sum_{k=1}^{p} \lambda_{k} \int_{a_{k}}^{b_{k}}\left[f_{k}^{(m)}\left(t_{k}\right)\right]^{2} d t_{k}\right\}, \tag{13}
\end{equation*}
$$

where $\lambda_{k}, k=1,2, \ldots, p$ are smoothing parameters that control trade-off between goodness of fit represented by: $N^{-1}(\underset{\sim}{y}-\underset{\sim}{f})^{\prime} W\left({\underset{\sim}{\sigma}}^{2}\right)(\underset{\sim}{y}-\underset{\sim}{f})$
and the roughness penalty measured by: $\lambda_{1} \int_{a_{1}}^{b_{1}}\left[f_{1}^{(m)}\left(t_{1}\right)\right]^{2} d t_{1}+\ldots+\lambda_{p} \int_{a_{p}}^{b_{p}}\left[f_{p}^{(m)}\left(t_{p}\right)\right]^{2} d t_{p}$.
To get the solution to (13), we first decompose the roughness penalty as follows:

$$
\int_{a_{1}}^{b_{1}}\left[f_{1}^{(m)}\left(t_{1}\right)\right]^{2} d t_{1}=\left\|P f_{1}\right\|^{2}=\left\langle P f_{1}, P f_{1}\right\rangle=\left\langle\underset{\sim}{\omega_{1}^{\prime}}{\underset{\sim}{1}}^{1}, \omega_{\sim}^{\prime}{\underset{\sim}{c}}_{\prime}\right\rangle={\underset{\sim}{c}}_{\prime}^{\prime}\left({\underset{\sim}{1}}_{1}^{\omega_{1}^{\prime}}\right) \underset{\sim}{c}={\underset{\sim}{c}}_{\prime}^{c_{1}}{\underset{\sim}{c}}^{c_{1}}
$$

It implies:

$$
\begin{equation*}
\lambda_{1} \int_{a_{1}}^{b_{1}}\left[f_{1}^{(m)}\left(t_{1}\right)\right]^{2} d t_{1}=\lambda_{1} c_{1}^{\prime} \Sigma_{1} c_{1} . \tag{14}
\end{equation*}
$$

Next, by similar way, we get:

$$
\begin{equation*}
\lambda_{2} \int_{a_{2}}^{b_{2}}\left[f_{2}^{(m)}\left(t_{2}\right)\right]^{2} d t_{2}=\lambda_{2}{\underset{\sim}{c}}_{\prime}^{\prime} \Sigma_{2}{\underset{\sim}{c}}_{2}, \ldots, \lambda_{p} \int_{a_{p}}^{b_{p}}\left[f_{p}^{(m)}\left(t_{p}\right)\right]^{2} d t_{p}=\lambda_{p}{\underset{\sim}{c}}_{\prime}^{\prime} \Sigma_{p}{\underset{\sim}{c}}^{c} \tag{15}
\end{equation*}
$$

Based on (14) and (15), we have penalty:

$$
\begin{equation*}
\left.\sum_{k=1}^{p} \lambda_{k} \int_{a_{k}}^{b_{k}}\left[f_{k}^{(m)}\left(t_{k}\right)\right]^{2} d t_{k}\right\}=\underset{\sim}{c} \lambda \underset{\sim}{c} \tag{16}
\end{equation*}
$$

where $\lambda=\operatorname{diag}\left(\lambda_{1} I_{n_{1}}, \lambda_{2} I_{n_{2}}, \ldots, \lambda_{p} I_{n_{p}}\right)$. We can express the goodness of fit in (13) as follows:

$$
N^{-1}(\underset{\sim}{y}-\underset{\sim}{f})^{\prime} W\left({\underset{\sim}{\sigma}}^{2}\right)(\underset{\sim}{y}-\underset{\sim}{f})=N^{-1}(\underset{\sim}{y}-K \underset{\sim}{d}-\Sigma \underset{\sim}{c})^{\prime} W\left({\underset{\sim}{\sigma}}^{2}\right)(\underset{\sim}{y}-K \underset{\sim}{d}-\Sigma \underset{\sim}{c})
$$

If we combine the goodness of fit and the roughness penalty, we will have optimization PWLS:

$$
\begin{equation*}
\operatorname{Min}_{\substack{c \in R^{p n} \\ d \in R^{p m}}}\left\{(\underset{\sim}{y}-K \underset{\sim}{d}-\Sigma \underset{\sim}{c})^{\prime} W\left({\underset{\sim}{\sigma}}^{2}\right)(\underset{\sim}{y}-K \underset{\sim}{d}-\Sigma \underset{\sim}{c})+\underset{\sim}{c} N \lambda \Sigma \underset{\sim}{c}\right\}=\underset{\substack{c \in R^{p n} \\ d \in R^{p m}}}{\operatorname{Min}}\{Q(\underset{\sim}{c}, \underset{\sim}{d})\} \tag{17}
\end{equation*}
$$

To get the solution to (17), firstly we must take the partially differential of $Q(\underset{\sim}{c}, \underset{\sim}{d})$ and then their results are equaled to zeros as follows:

$$
\begin{align*}
& \frac{\partial Q(\underset{\sim}{c}, \underset{\sim}{d})}{\partial \underset{\sim}{c}}=\underset{\sim}{0} \Leftrightarrow \underset{\sim}{\hat{c}}=M^{-1} W\left(\underset{\sim}{{\underset{\sim}{c}}^{2}}\right)(\underset{\sim}{y}-K \underset{\sim}{\underset{\sim}{d}}) .  \tag{18}\\
& \frac{\partial Q(\underset{\sim}{d})}{\partial \underset{\sim}{d}}=\underset{\sim}{0} \Leftrightarrow \underset{\sim}{d}=\left[K^{\prime} M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right) K\right]^{-1} K^{\prime} M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right) \underset{\sim}{y} . \tag{19}
\end{align*}
$$

Next, if we substitute (19) into (18), we obtain:

$$
\begin{equation*}
\underset{\sim}{\hat{c}}=M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right)\left[I-K\left(K^{\prime} M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right) K\right)^{-1} K^{\prime} M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right)\right] \underset{\sim}{y} . \tag{20}
\end{equation*}
$$

Finally, based on (10), (19) and (20), we get the smoothing spline estimator which can be expressed as follows:

$$
\hat{f}_{\lambda}(t)=\left(\begin{array}{c}
\hat{f}_{1, k_{1}}\left(t_{1}\right)  \tag{21}\\
\hat{f}_{2}\left(t_{\sim}\right) \\
\vdots \\
\hat{f}_{p, \lambda_{p}}\left(t_{\sim}\right)
\end{array}\right)=K \underset{\sim}{\hat{d}}+\sum \underset{\sim}{\hat{\imath}}=H(\underset{\sim}{\lambda}) \underset{\sim}{y}
$$

where

$$
H(\underset{\sim}{\lambda})=K\left[K^{\prime} M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right) K\right]^{-1} K^{\prime} M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right)+\Sigma M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right)\left[I-K\left(K^{\prime} M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right) K\right)^{-1} K^{\prime} M^{-1} W\left({\underset{\sim}{\sigma}}^{2}\right)\right]
$$

and $\hat{f}_{\sim}(\underset{\sim}{t})$ is smoothing spline with a natural cubic spline as a basis function with knots at $t_{1}, t_{2}, \ldots, t_{n_{k}}(k=1,2, \ldots, p)$, for a fixed smoothing parameter $\underset{\sim}{\lambda}>\underset{\sim}{0} . \quad H(\underset{\sim}{\lambda})$ is a positive-definite (symmetrical) smoother matrix that depends on smoothing parameter $\underset{\sim}{\lambda}$ and the knot points $t_{1}, t_{2}, \ldots, t_{n_{k}}(k=1,2, \ldots, p)$. Yet, it does not depend on $\underset{\sim}{y}$. Further discussion about this estimator can be obtained on [34] - [39].

### 2.2. Estimation of Regression Function Using Kernel Estimator

In the nonparametric regression, basically to estimate the regression function $f$ based on kernel estimator is by using a weighted average of the raw data. The weight is a decreasing function of distance in the $t$-space. For uniresponse nonparametric regression model, [15] has proposed a weighted average of the raw data scheme by associating it with observations $y_{j}$, for prediction at $t_{i}$ as follows:

$$
\begin{equation*}
\boldsymbol{V}_{i j}=\frac{K\left(\frac{t_{i}-t_{j}}{h}\right)}{\sum_{j=1}^{n} K\left(\frac{t_{i}-t_{j}}{h}\right)}=\frac{K(u)}{\sum_{j=1}^{n} K(u)} \tag{22}
\end{equation*}
$$

where $K(u)$ is a decreasing function of $u$ called as a kernel function, and $h>0$ is bandwidth or smoothing parameter. $K(u)$ should be symmetric that usually take a probability density function such as a Gaussian ([16] and [17]).

Next, based on equation (22) and by considering model given in (1), we have the weight associated with observations of $k^{\text {th }}$-response, $y_{k j}$, for prediction at $t_{k i}$ is given by:

$$
\begin{equation*}
v_{(k) i j}=\frac{K_{k}\left(\frac{t_{k i}-t_{k j}}{h_{k}}\right)}{\sum_{j=1}^{n_{k}} K_{k}\left(\frac{t_{k i}-t_{k j}}{h_{k}}\right)}=\frac{K_{k}(u)}{\sum_{j=1}^{n_{k}} K_{k}(u)}, k=1,2, \ldots, p . \tag{23}
\end{equation*}
$$

Based on equation (23), we obtain the kernel estimator to estimate the regression function in model (1) at the any point of fit $t_{k i}$ as follows:

$$
\begin{equation*}
\hat{f}_{k}\left(t_{k i}\right)=\hat{y}_{k i}=\sum_{j=1}^{n_{k}} v_{(k) i j} y_{k j}=\underset{\sim}{v_{k j}^{\prime}} \underset{\sim}{y}, \quad i=1,2, \ldots, n_{k}, k=1,2, \ldots, p \tag{24}
\end{equation*}
$$

Note that, every point of the $n$ points is represented by a different weight $w_{(k) i j}, j=1,2, \ldots, n_{k}$ for any point of fit $t_{k i}$. So, the equation (24) can be expressed as follows:

$$
\begin{equation*}
\underset{\sim}{f}=V \underset{\sim}{y} \tag{25}
\end{equation*}
$$

where $V=\operatorname{diag}\left(V_{k 1}, V_{k 2}, \ldots, V_{k n_{k}}\right)$, and

$$
V_{k i}=\left(\begin{array}{cccc}
v_{(k) 11} & v_{(k) 12} & \cdots & v_{(k) 1 n_{k}} \\
v_{(k) 21} & v_{(k) 22} & \cdots & v_{(k) 2 n_{k}} \\
\vdots & \vdots & \ddots & \vdots \\
v_{(k) n_{k} 1} & v_{(k) n_{k} 2} & \cdots & v_{(k) n_{k} n_{k}}
\end{array}\right)
$$

In this case, we use matrix $V$ to denote a kernel hat matrix or a kernel smoother matrix that is used for transform $y_{j}$ 's to the $\hat{y}_{i}$ 's. It is similar to the hat matrix in ordinary least square. We may obtain the kernel predictions at an any point $t_{k i}$ by using equation (25) and replacing the " $k i$ " by " $k 1$ ". So that, the kernel prediction at any point $t_{k i}$ is given as follows:

$$
\hat{f}_{\sim}\left(t_{k 1}\right)=v_{k 1}^{\prime} y_{\sim}=\left(v_{(k) 11}, v_{(k) 12}, \ldots, v_{(k) 1 n_{k}}\right)\left(\begin{array}{c}
y_{k 1}  \tag{26}\\
y_{k 2} \\
\vdots \\
y_{k n_{k}}
\end{array}\right) .
$$

As discussed above, similarly to estimation the regression function based on smoothing spline estimator given in (21), and by considering equations (24), (25) and (26), the kernel estimator to estimate the regression function of the model (1) is given by:

$$
\underset{\sim}{\hat{f}}(t)=\left(\begin{array}{c}
\hat{f}_{\sim}\left(t_{\lambda}\right)  \tag{27}\\
\hat{f}_{2}\left(t_{2}\right) \\
\vdots \\
\hat{f}_{\sim}\left(t_{\sim p}\right)
\end{array}\right)=\left(\begin{array}{cccc}
V_{k 1} & 0 & \cdots & 0 \\
0 & V_{k 2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & V_{k n_{k}}
\end{array}\right)\left(\begin{array}{c}
y_{\sim} \\
y_{\sim} \\
y_{2} \\
\vdots \\
y_{p}
\end{array}\right) .
$$

## 3. Conclusion

Based on equations (21) and (27), both the smoothing spline estimator in (21) and the kernel estimator in (27) are estimators which are linear in observations. By taking expected values of them, we will obtain that $E\left(\underset{\sim}{f_{\lambda}}\right) \neq \underset{\sim}{f}{\underset{\sim}{\lambda}}$ and $E(\underset{\sim}{f}) \neq \underset{\sim}{f}$. It means that they are bias estimators for their regression functions. The regression functions obtained by using smoothing spline and kernel estimators are mathematically just distinguished by their smoother matrices. In smoothing spline estimator approach, its smoother matrix is a matrix that is positive-definite (symmetrical) and depends on both $\underset{\sim}{\lambda}$ and the knot points. While in the kernel estimator approach, its smoother matrix is a kernel hat matrix or a kernel smoother matrix.
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