**ABSTRACT**

In planning a mandibular posterior dental implant, identifying the exact location of the alveolar bone (AB) and mandibular canal (MC) is essential to determine the height and width of the available bone. Cone beam computed tomography (CBCT) is a 3D imaging modality widely used for dental implant planning, which requires a lower radiation dose compared to medical CT and can provide cross-sectional image quality to visualize AB and MC. The radiologist carried out the AB and MC detection processes manually on each section of the CBCT image until the appropriate area was determined for bone measurement. This process is time consuming, and the measurement accuracy depends on the ability and experience of the radiologist. This study proposes an automatic and simultaneous detection system for AB and MC based on 2D grayscale CBCT images, that can simplify and expedite dental implant planning. We introduce Dental-YOLO, an efficient version of YOLOv4 specifically developed to detect AB and MC, with two-scale feature maps at low and high scales. The height and width of the available bone in the implant area were estimated by using the detected bounding box attributes. The AB and MC detection performances using Dental-YOLO reached a mean average precision of 99.46%. The two-way analysis of variance (ANOVA) test showed no difference in the bone height and width measurements produced by the proposed approach and manual measurement by radiologists. Our results suggest that the Dental-YOLO detection system could be helpful for dental implant surgery and presurgical treatment planning.
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in implant dentistry because of its advantages in providing anatomical information as well as three-dimensional (3D) images of roots [1], bones [1][2], nerves [1], and crucial structures in the implantation site [1][2]. Thus, CBCT helps in dental implant planning to improve treatment outcomes by providing essential information on ideal implant dimensions and positions according to the available bone [3].

Dental implant placement in the mandibular posterior site should consider the location of the mandibular canal (MC) as a crucial structure [4][5]. The MC was identified manually in each cross-section of the CBCT images, followed by manual bone height and width measurements by a radiologist using a 3D imaging software. The width and height of the alveolar bone (AB) are essential for determining the implant dimensions. Identifying the MC and measuring the bone is time-consuming and labor-intensive. Furthermore, the accuracy of the measurement depends on the radiologist’s expertise and experience in interpreting CBCT images [6][7].

Deep learning has progressed rapidly and has achieved significantly higher accuracy than traditional machine learning because it can extract high-dimensional features automatically [8]. Deep learning-based approaches can significantly reduce the time and mistakes carried out by inexperienced radiologists in interpreting the medical images in their daily clinical practice. The deep learning approach was initially implemented in dental radiology research [9]. Deep learning has been used to successfully detect bone radiography levels in panoramic radiographs [10], localize the MC on CBCT volume [6], classify teeth on CBCT images [11], segment AB on CBCT images [12], segment the mandibular cortical bone [13], MC [14][15], tooth [12][16][17], and inferior alveolar nerve [18] on CBCT images.

Mandibular dental implant planning requires detection or segmentation of the AB and MC. Cui et al. proposed automatic tooth and alveolar bone segmentation on 3D CBCT images using the V-Net method which is a 3D fully CNN [12]. The accuracy of the alveolar bone segmentation in that study reached a Dice value of 94.5%. Research on alveolar bone segmentation with a deep learning approach that uses CBCT images has not been done much. Opportunities are available to conduct studies on AB segmentation using CBCT images. Jaskari et al. proposed a deep learning approach to automatically locate MC in CBCT images using a 3D fully CNN [6]. The MC localization accuracy was 0.90. The result can reduce the manual process of annotating MC. Kwak et al. proposed a deep learning approach based on two-dimensional (2D) SegNet, 2D U-Nets, and 3D U-Nets to automatically segment the MC on CBCT images [14]. Experiments with training using pre-training weights showed better segmentation results, and the
segmentation accuracy of 3D U-Net model was the best, with a global accuracy of 0.99. These results contribute significantly to dental implant planning. U-Net 3D architecture is also used for MC segmentation on AI-driven modules [15]. This study demonstrated a new, fast, and accurate AI-based module for MC segmentation in CBCT. However, studies that simultaneously and automatically detect AB and MC have not yet been widely established. Thus, there are many opportunities for accurate autodetection using deep learning to detect both objects.

YOLO, a state-of-the-art detection system based on deep learning, is a single-stage CNN detector that simultaneously makes object localization and classification predictions [19] with high detection accuracy and speed [8]. In object detection, many bounding boxes and their classifications must be drawn around the object. There are different versions of YOLO: YOLOv2 [20], YOLOv3 [21], and YOLOv4 [22]. To analyze medical images, YOLO was used to localize and track the myocardial wall from cardiac flow-field ultrasound images [23] and to automatically detect COVID-19 from raw chest X-ray images [24]. YOLOv3 was used to detect breast masses in full-field digital mammograms [25], and YOLOv4 was used to successfully detect melanoma lesions [26]. In dentistry, YOLOv3 has been successfully used to detect dental caries on digital bite radiographs [9], and YOLOv3-tiny has been successfully used to detect AB [27]. Therefore, YOLO is appropriate for dental implant planning, and in this case, for the simultaneous detection of AB and MC.

The YOLO detector consists of three main parts: backbone, neck, and head components. All object detectors take an image as input and compress the features down through the backbone of the CNN. In the neck, a combination of backbone features occurs in the layers. The head section detects an object by creating an object bounding box, predicting the object class, and determining the location of the object. YOLOv4 consists of a cross-stage partial (CSP) Darknet53 as the backbone network, spatial pyramid pooling (SPP) module, PANet as the neck network, and YOLOv3 as the head, which uses a three-scale feature map at the head to predict the detection results [22]. The CSP Darknet53 consists of a convolution building block (CBM) and five CSPResNet modules. The CBM contains a convolution layer (Conv), batch normalization layer, and Mish layer. CSPResNet is a convolutional neural network with a CSP approach that is applied to ResNet. Fig. 1 shows the YOLOv4 architecture. In the YOLOv4 architecture, three-scale feature maps (low, medium, and high) are used to detect objects of various sizes. In dental implant planning, simultaneous detection of AB and MC is required for the measurement of available bone in the implant area. AB can be easily detected because of its large size, whereas MC is more difficult to detect because of its small size. Detection using YOLOv4 to specifically detect AB and MC, which have large differences in size, may be less efficient. Therefore, it is crucial to provide appropriate feature maps on the YOLOv4 architecture to increase the detection efficiency of AB and MC.

This study proposes an automatic and simultaneous detection system for AB and MC based on 2D grayscale CBCT images that can simplify and expedite dental implant planning. We introduce Dental-YOLO, an efficient version of YOLOv4 specifically developed to detect AB and MC, with two-scale feature maps at low and high scales. A low-scale feature map is more efficient in detecting relatively large AB objects, whereas a high-scale feature map is more efficient at detecting much smaller MC objects. The detected bounding box attribute was then used to measure the available bone height and width in the implant area. The proposed detection system can produce bone quantity measurement, which is very important in dental implants.

II. METHODOLOGY

A. DATASETS

This study used 2D grayscale CBCT images of the coronal slices of the mandible. The images were annotated to create ground-truth images using LabelImg, a graphic annotation tool. The annotation process was performed by creating bounding boxes for each image’s AB and MC objects. Fig. 2 shows an example of annotating AB and MC objects from the coronal slice. The AB annotations are depicted as a yellow box, and the MC annotations are depicted as a purple box. A text file in YOLO format for each image was generated containing the class number, center coordinate values, and the width and height of the bounding box relative to the image width and height for each object.

The CBCT dental images were obtained from Universitas Airlangga Academic Dental Hospital. All images were obtained using CBCT OP300 3D scanner (Instrumentarium Dental, Tuusula, Finland). The experiment used 1064 2D

<table>
<thead>
<tr>
<th>Method</th>
<th>Total images</th>
<th>No. of annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>MC</td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>744</td>
<td>773</td>
</tr>
<tr>
<td>Testing</td>
<td>320</td>
<td>330</td>
</tr>
<tr>
<td>Total</td>
<td>1064</td>
<td>1103</td>
</tr>
</tbody>
</table>

FIGURE 2. Annotation of the mandibular canal and alveolar bone on coronal slice.
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CBCT images of coronal slices, divided into 70% for training and 30% for testing. The training process used 744 images and 320 images for the testing process. 1678 annotations were made, consisting of 1103 AB and 575 MC annotations. A radiologist with 14 years of professional experience validated the annotation results. Table I shows the distribution of the images and annotations used in this study.

B. SYSTEM OVERVIEW
To detect AB and MC objects, the image and ground truth that were developed are used as inputs to train and test Dental-YOLO. The Dental-YOLO model accepts an input image of size 416 × 416 pixels. Dental-YOLO training and testing used pre-prepared training and testing datasets. The detection results are shown as a bounding box, class name, and detection confidence value for the detected object. The class names used in this study were AB for the alveolar bone and MC for the mandibular canal. The detection confidence value ranges from 0.00 to 1.00, where 1.00 represents the highest level of detection confidence. The height and width of the available bone in the implant area were measured using the coordinates, length, and width of the bounding box obtained from Dental-YOLO detection. Fig. 3 shows the workflow of the system. The detection performance of Dental-YOLO was examined by comparing the detection results with those of a comparison detector. The measurements of bone height and width using the proposed approach were compared with the manual measurements conducted by two radiologists.

C. Dental-YOLO
The Dental-YOLO network model is specifically designed to detect AB and MC by making the YOLOv4 network model more efficient in the training and detection processes. Fig. 4 shows the Dental-YOLO architecture. Dental-YOLO uses a CSP Darknet53-tiny network as the backbone network. The CSP Darknet53-tiny consists of three convolution networks, batch normalization, LeakyReLU activation function (CBL) layers, and three CSP modules. The CSP Darknet53-tiny network uses the CSP module instead of the CSPResNet module used in CSP Darknet53. The CSP module can improve convolution network learning ability compared with the

FIGURE 3. System workflow.

FIGURE 4. Dental-YOLO.
ResNet module [28]. The CSP network strategy reduces the computational complexity by dividing the feature map from the base layer into two parts and then combining them through a cross-stage hierarchy. In addition, CSPDarknet53-tiny uses the LeakyReLU activation function in the CSP module to simplify the computational process [28]. The maxpool layer is added after the CSP module to maintain the resolution of the feature map. Simplification of this backbone network can lead to a faster training process. In the feature fusion section of the neck network, the Dental-YOLO approach uses a feature pyramid network (FPN) to extract feature maps with different scales. The FPN combines top-down path convolution networks and lateral connections to develop high-level semantic feature maps at all scales [29]. An FPN can enhance object detection speed with high detection accuracy. Dental-YOLO uses two-scale feature maps on the head to predict the detection results, making it more efficient in detecting two objects.

To better detect AB and MC, we used two-scale feature maps of low and high scales. Because AB objects can be detected easily owing to their relatively large size on CBCT images, the first branch of the Dental-YOLO output used a 13 × 13 low-scale feature map. MC is an object that is difficult to detect on CBCT images because it is small and sometimes invisible. Therefore, in this study, a 52 × 52 high-scale map feature was used to obtain better MC detection.

The Dental-YOLO detection process starts by dividing a 416 × 416 pixels input image into a grid size of 13 × 13. In each grid, three bounding boxes were generated to detect the objects. In each bounding box, a detection confidence value was generated to show the accuracy of the detection results for each object on the grid. The detection confidence value is zero if there are no objects in the grid. Otherwise, the detection confidence value is equal to the over union (IoU) intersection threshold between the ground truth and bounding box. The confidence score threshold was used to determine which bounding box should be retained [21]. The bounding box with the highest detection confidence value is selected as the output of the detection process.

D. BONE HEIGHT AND WIDTH MEASUREMENT

The outputs of the detection process are the top–left coordinate (x, y) of the bounding box and the length and width of the object that can be detected in the image. The output values were used to calculate the height and width of available bone in the implant area. Bone height (hBone) is the distance between the crest of the bone and the MC [3]. In this study, hBone was calculated as the difference between the top y-coordinate value over the MC (top_MC) and the top y-coordinate value over AB (top_AB). An adjustment value for bone height (c_h) in millimeters was added to obtain hBone in line with the expert’s calculations. The hBone equation proposed in this study is as in (1).

\[ hBone = \text{top}_{MC} - \text{top}_{AB} + c_h \] (1)

The alveolar process width determines the bone width (wBone) [4]. In this study, wBone was calculated from the width of the bounding box of AB (widthAB), as shown in (2). An adjustment value for bone width (c_w) in millimeters was added to obtain wBone in line with the expert’s calculations.

\[ wBone = \text{widthAB} + c_w \] (2)

Fig. 5 shows an example of measuring hBone and wBone of the available bone using the result of the Dental-YOLO detection. hBone is calculated using (1) with c_h = 0, such that hBone is obtained from the difference between top_MC and top_AB, which is 40 pixels. wBone is calculated using (2) with c_w = 0, so wBone equals widthAB, which is 37 pixels. The image resolution is 0.3 × 0.3 × 0.3 mm, meaning that 1 pixel in the image file equals 0.3 mm.

III. EXPERIMENTAL AND RESULTS

A. EXPERIMENTAL DESIGN

The training process was performed to develop a detection model using Dental-YOLO. This process used 744 annotated 2D coronal slice grayscale images. The training process was performed up to a maximum batch of 4000. The batch size, learning rate, momentum, and decay used in the experiment were 64, 0.001, 0.9, and 0.0005, respectively. After the detection model was developed, 320 images were used for testing. The output of the detection process is used for the bone measurement process.

In this study, four implant areas with varying AB morphology were selected for bone measurement. In each implant area, several images that measured the height and width of the available bone were selected. Image selection was based on the implant site area in relation to neighboring teeth and the mesial-distal width AB for the ideal dental implant location, which is 3 mm [30]. Since the pixel spacing is 0.3 mm, five images in the mesial direction and five images in the distal direction were taken from the center image of the...
implant site area, so that eleven images were selected for each implant area.

Two dental radiologists from the Airlangga University dental hospital performed manual bone measurements. The first radiologist, expert1, had 14 years of experience, while the expert2, had two years of experience. The two experts work individually and separately to take bone measurements using a CBCT viewer. The proposed approach measures bone using Equation 1 and 2, where previously the images were detected using Dental-YOLO. After measurement, the mean measurement of bone height and width in each implant area was calculated. These mean values were used to statistically compare the results of the two radiologists’ bone measurements and the proposed method.

B. DETECTION PERFORMANCE

Detection performance was examined using the mean average precision (mAP), average intersection of union (Avg IoU), average precision (AP) for each class, and billions of floating-point operations (BFLOPS) required per second. The mAP score was calculated by calculating the mean AP across all the classes. IoU is a metric that measures the overlap between the ground truth and bounding box to determine the accuracy of an object detector. The higher the mAP and IoU values, the better the detection performance. BFLOPS was used to measure the computational time complexity of the number of model operations. The higher the BFLOPS requires higher computational power and a longer training process.

First, the detection performance of Dental-YOLO was compared with the YOLOv4, YOLOv3, and YOLOv3-tiny approaches. Table II lists the detection results, showing that the mAP and AP MC values using the Dental-YOLO approach were the best with values of 99.46% and 99.55%, respectively. The mAP and AP MC using the YOLOv4 approach were 98.99% and 98.31%, respectively. These results prove that the performance of Dental-YOLO detection is better than that of YOLOv4, especially in detecting MC. However, using the Dental-YOLO approach, the Avg IoU and AP of AB detection decreased compared with the original YOLOv4 approach. The Dental-YOLO approach’s detection resulted in an Avg IoU of 81.33%, which was slightly reduced from YOLOv3 and YOLOv4 of 83.12% and 84.51%, respectively, but much higher than YOLOv3-tiny of 78.50%.

Dental-YOLO simplifies YOLOv4 architecture by significantly reducing the BFLOPS required from 59.57 to 6.83. The simplification of the architecture and feature map scale of the proposed approach made the detection process faster. Dental-YOLO and YOLOv3-tiny use two feature maps in the output branch. Therefore, BFLOPS is smaller than YOLOv3 and YOLOv4, respectively. Meanwhile, the network size in Dental-YOLO is more complex than that in YOLOv3-tiny, resulting in the BFLOPS of Dental-YOLO being larger than that of YOLOv3-tiny. The overall detection result of the proposed approach using the Dental-YOLO approach is better than that of the YOLOv3-tiny approach; both are tiny YOLO approaches, and the performance of the proposed approach is as good as that of YOLOv4.

Second, a performance comparison was performed by changing the feature map scale to analyze the detection performance with low- and high-scale feature maps on Dental-YOLO. The scale variations used were low and medium scales, medium and high scales, and a combination of low, medium, and high scales used by YOLOv4. Fig. 6 shows the performance results obtained using different scales. From the MC detection results, Dental-YOLO achieved the best result, with an AP MC of 99.55%. The use of low and medium scales resulted in the lowest mandibular detection, with an AP MC of 98.72%, compared with other scales that used high scales. These results indicate that high-scale feature maps are more suitable for MC detection. The use of low and high scales on the Dental-YOLO head architecture produces similar mAP and AP AB values using all scales (low, medium, and high). However, using two scales in Dental-YOLO is more efficient than using three scales. For AB detection results, the use of medium and high scales resulted in the lowest mAP and AP values compared with other scales that used low scales. Fig. 6 on AP AB shows the bar height on the medium-high scale, which is very low compared to the other scales. This shows that the combination of medium and high scales is unsuitable for detecting AB because AB is visible at low scales.

Fig. 7 shows examples of the AB and MC detection results using Dental-YOLO with variations in the shape and number of AB and MC. The image shows the detection results in the form of a bounding box on the AB and MC that were successfully detected, and the detection confidence value was written above the bounding box. All AB objects in the sample
were detected successfully, with a high confidence measurement because the size of AB was quite large and visible. For MC detection, the confidence value of the detection results depends on the clarity of the MC image. If it is clear, the confidence value is high (above 0.9), as shown in Fig. 7(a), (b), (c) on the right, and (d) on the left, the MC is a small sphere in AB. The MC is less clear in Fig. 7(c) on the left. Therefore, the confidence value is only 0.65. Meanwhile, in Fig. 7(d), there is a false-positive case in detecting the MC in the right bone as two adjacent MC objects. This is because the shape of the MC elongated from walls AB and inside AB.

The study detected AB using YOLOv3-tiny, resulting in mAP of 98.60% [27]. The difference between YOLOv3-tiny and Dental-YOLO lies in the backbone architecture; YOLOv3 uses Darknet53, whereas Dental-YOLO uses CSPDarknet. The use of CSP modules can improve the learning ability of convolution networks and increase their accuracy. Dental-YOLO achieved AP of 94.97% for AB detection, outperforming YOLOv3-tiny.

C. BONE MEASUREMENT
The hBone and wBone measurements of the proposed approach (P) were calculated using equations (1) and (2) and compared with the measurements made in expert1 (E1) and expert2 (E2). Table III shows the mean height (MH) and mean width (MW), as well as the difference in mean height (MDH) and difference in mean width (MDW) of the four bone implant areas. The mean difference (MD) was calculated from the difference in the mean measurement between the expert (MDhE and MDwE) and the difference in the mean measurement between the expert and the proposed (MDhE1P, MDhE2P, MDwE1P, and MDwE2P). The MD column for each height and width measurement also displayed the smallest value (min), largest value (max), and range between the smallest and largest MD values (range). In this study, the c_h value for the hBone measurement was -1, and the c_w for the wBone measurement was -0.3.

Table III shows MD among experts was small for measurements of bone height (MDhE) and width (MDwE).
This means that the implant area significantly affects the measurement of bone height and width.

Analysis after the two-way ANOVA was performed for variables with p-values ≤ 0.05. Tukey’s test was used to determine the implant area variable group based on mean bone height and width. Tables VI and VII show the grouping information using Tukey’s analysis for measuring bone height and width from Minitab 19. From the information on the implant area group for measuring bone height, implant areas 3 and 4 were in the same group, whereas areas 2 and 1 were in separate groups. Meanwhile, the group information for measuring bone width showed that implant areas 2, 4, and 3 were in the same group, and area 1 was in another group.

The results of the two-way ANOVA test showed that there was no difference in bone height and width measurements produced by the proposed approach and the experts. This indicates that the proposed approach can be used to measure the available bone in the implant area. This means that the bounding box attribute of AB and MC detection from Dental-YOLO can be used for bone measurement in dental implant planning.

However, the implant area affects the measurement of bone height and width. This is due to the different morphologies of AB in the measured implant area. Fig. 8 displays the bone

### TABLE III

<table>
<thead>
<tr>
<th>Implant area</th>
<th>Mean bone height (mm)</th>
<th>Mean bone width (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MhE1</td>
<td>MhE2</td>
</tr>
<tr>
<td>1</td>
<td>10.99</td>
<td>10.98</td>
</tr>
<tr>
<td>2</td>
<td>11.66</td>
<td>11.51</td>
</tr>
<tr>
<td>3</td>
<td>17.02</td>
<td>16.83</td>
</tr>
<tr>
<td>4</td>
<td>16.38</td>
<td>16.28</td>
</tr>
<tr>
<td></td>
<td>11.36</td>
<td>11.13</td>
</tr>
<tr>
<td></td>
<td>18.81</td>
<td>18.64</td>
</tr>
<tr>
<td></td>
<td>14.86</td>
<td>14.71</td>
</tr>
<tr>
<td></td>
<td>15.43</td>
<td>15.37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Implant area</th>
<th>MDwE</th>
<th>MDwE1P</th>
<th>MDwE2P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>0.10</td>
<td>0.13</td>
</tr>
<tr>
<td>2</td>
<td>0.18</td>
<td>4.45</td>
<td>4.51</td>
</tr>
<tr>
<td>3</td>
<td>0.17</td>
<td>4.35</td>
<td>4.38</td>
</tr>
</tbody>
</table>

The range of MD indicates that the measurement of bone height has a smaller MD than that of bone width.

### TABLE IV

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>2</td>
<td>0.305</td>
<td>0.152</td>
<td>1.77</td>
<td>0.249</td>
</tr>
<tr>
<td>Implant area</td>
<td>3</td>
<td>84.254</td>
<td>28.084</td>
<td>325.69</td>
<td>0.000</td>
</tr>
<tr>
<td>Error</td>
<td>6</td>
<td>0.517</td>
<td>0.086</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>85.075</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE V

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>2</td>
<td>8.367</td>
<td>4.183</td>
<td>2.27</td>
<td>0.184</td>
</tr>
<tr>
<td>Implant area</td>
<td>3</td>
<td>88.747</td>
<td>29.582</td>
<td>16.09</td>
<td>0.003</td>
</tr>
<tr>
<td>Error</td>
<td>6</td>
<td>11.034</td>
<td>1.839</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>108.146</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE VI

<table>
<thead>
<tr>
<th>Implant area</th>
<th>N</th>
<th>Mean</th>
<th>Grouping</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>16.967</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>16.400</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>11.937</td>
<td>B</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>10.953</td>
<td>C</td>
</tr>
</tbody>
</table>

### TABLE VII

<table>
<thead>
<tr>
<th>Implant area</th>
<th>N</th>
<th>Mean</th>
<th>Grouping</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>18.593</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>16.893</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>15.773</td>
<td>A</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>11.250</td>
<td>B</td>
</tr>
</tbody>
</table>
measurement results for four implant areas with varying AB morphology from expert1 and the proposed approach. AB in implant areas 3 and 4 had a similar bone morphology to the bone in areas 1 and 2. Implant areas 3 and 4 were in the same

**FIGURE 8.** Height and width bone measurement by expert1 and proposed approach; (a) and (b) implant area 1 - region 36, (c) and (d) implant area 2 - region 47, (e) and (f) implant area 3 - region 46, (g) and (h) implant area 4 – region 36.
group, based on the grouping results for bone height and width. Implant area 1 has AB, which is narrower in width than other implant areas; therefore, it is in a separate group in the measurement of bone width. The bone measurements shown in Table III indicate that the MD bone height in implant area 1 was the smallest. The bone crest of implant area 1 was not reduced, and the bone position was upright so that the bone crest was at the top of the bounding box. Fig. 8(a) shows the expert I hBone measurement at area 1 of 10.90 mm. Fig. 8(b) shows the hBone of the proposed approach of 11 mm. The measurement difference was 0.1 mm. In contrast, the MD bone height in implant area 2 was the highest. Fig. 8(c) and (d) show 2D CBCT images in the implant area 2. In these images, the bone crest decreased owing to bone loss. The top of the bone area was below the top of the bounding box AB. Fig. 8(c) shows the expert I hBone measurement in area 2 of 11.45 mm and (d) shows the proposed approach of 12.5 mm. The measurement difference was 1.05 mm. A decrease in the AB bone peak affected the hBone measurement value.

Three measurements were performed by each expert to determine the available bone width. The experts chose the largest of the three bone width measurements as wBone. Fig. 8(a) shows the wBone value obtained by expert I of 11.23 mm. The proposed wBone measurement in this study measures the width of AB from the width of the bounding box AB. Fig. 8(b) shows the wBone value of 10.8 mm. Table III shows that in the measurement of bone width, the MD in width for implants 1 and 2 is less than 1 mm, while the area for implants 3 and 4 is more than 3 mm. Fig. 8(a) to (d) show 2D CBCT images for implant areas 1 and 2. As shown in the figure, the AB bones are in an upright position such that the measured available bone width corresponds to the width of the AB bounding box. The width measurements were similar to the expert measurements. Fig. 8(e) to (h) show images of the implant areas 3 and 4, respectively. In the pictures, it can be seen that the shape of AB is not perpendicular. Therefore, the width of the bounding box AB is larger than the actual bone width. This causes the bone width measurement of the proposed approach to be larger than that of expert measurement.

Further research is needed to measure the height and width of the AB more precisely to reduce the MD in the bone height and width. AB crest detection can be applied to obtain a more precise hBone, especially in bones with decreased AB crest. The AB segmentation process can be applied to obtain a more precise wBone size, with the wBone measurement performed from the edge of AB.

IV. CONCLUSION

Dental-YOLO is a compressed version of YOLOv4 that successfully detects AB and MC simultaneously, using low- and high-scale features. Dental-YOLO has an average detection precision of 99.46%. Dental-YOLO detection was eight times faster than that using the YOLOv4 approach. Dental-YOLO’s BFLOPS was 6.83, which was significantly smaller than that of YOLOv4’s BFLOPS of 59.57. The training process becomes much more efficient. This greatly helps the efficiency of the development of the Dental-YOLO system in implant treatment planning.

The ANOVA test, which analyzes the comparison between the measurement results by the system and the radiologists, shows that automatic AB and MC detection can be used to properly measure the available bone in the implant area. There was shown to be no significant difference between the radiologist’s measurements and the proposed method. Therefore, automated measurements can be used to simplify dental implant planning. However, further research is needed to improve the accuracy of bone measurement through the detection of AB crest and segmentation of the AB on dental CBCT images.
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