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Abstract When trying to identify a printed forged document, examining digital evidence can
prove to be a challenge. Over the past several years, digital forensics for printed document
source identification has begun to be increasingly important which can be related to the
investigation and prosecution of many types of crimes. Unlike invasive forensic approach
which requires a fraction of the printed document as the specimen for verification, noninvasive
forensic technique uses the optical mechanism to explore the relationship between the scanned
images and the source printer. To explore the relationship between source printers and images
obtained by the scanner, the proposed decision-theoretical approach utilizes image processing
techniques and data exploration methods to calculate many important statistical features,
including: Local Binary Pattern (LBP), Gray Level Co-occurrence Matrix (GLCM), Discrete
Wavelet Transform (DWT), Spatial filters, the Wiener filter, the Gabor filter, Haralick, and
SFTA features. Consequently, the proposed aggregation method intensively applies the ex-
tracted features and decision-fusion model of feature selections for classification. In addition,
the impact of different paper texture or paper color for printed sources identification is also
investigated. In the meantime, the up-to-date techniques based on deep learning system is
developed by Convolutional Neural Networks (CNNs) which can learn the features automat-
ically to solve the complex image classification problem. Both systems have been compared
and the experimental results indicate that the proposed system achieve the overall best
accuracy prediction for image and text input and is superior to the existing approaches. In
brief, the proposed decision-theoretical model can be very efficiently implemented for real
world digital forensic applications.
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1 Introduction

Digital forensics is the examination and analysis of digital evidence to prove the occurrence of a
crime. Digital forensics implements specific tools and methods to identify, collect, and analyze
digital evidence [27]. Recently, digital forensics for printed document source identification has
begun to be increasingly important in the investigation and prosecution of many types of crimes.
The challenges in the field of forensic investigation still rise to provide appropriate and sufficient
security measures and devices [1, 22] in the forensic process to help forensic investigation.
However, these devices give the potential effects where the digital documents often contain
information about crimes committed, movement of suspects, and hidden messages. Correspond-
ingly, documents in a suspect’s possessionmight possibly reveal clues from digital evidence. Using
digital evidence in a legal trial can prove to be challenging. Therefore, it requires accurate
techniques to prove authenticity of digital evidence. Digital forensics experts are needed to assist
law enforcement to determine whether a suspect is guilty or innocent of a crime, by examining
evidence using standard investigation techniques as well as a broad range of digitizing tools such as
cameras, scanners, and microscopes.

Essentially, each printer produces printed document that has distinctive texture characteristics
compared to the others. As printers are electromechanical devices with moving parts, there are
many small physical differences on printers such as motor drifting and gear precision that can be
seen on printed pages. These information patterns can be used as intrinsic signatures of these
devices [36]. The studies [33–35] discussed the major banding artifact from the printed output due
to quasi-periodic fluctuations of the printer. These are primarily due to fluctuations in the angular
velocity of the photoreceptor drum (shown in Fig. 1) and result in non-uniform scan line spacing.
Themain cause of banding is electromechanical fluctuations in the printer mechanism,mostly from
gear backlash. Because these fluctuations are related to the gearing, the banding frequencies present
in the printed page should directly reflect the mechanical properties of the printer. It is described as
non-uniform light and dark lines perpendicular to the direction in which the paper moves through
the printer. This causes a corresponding fluctuation in developed toner on the printed page.

Printed documents generated from different laser printers will produce differences of
texture structure either for printed text or images on the paper, in general with a toner cartridge.
Toner particles are specifically melted by the heat of the fuser, and are thus bonded to the
paper. The intrinsic signatures from the printer, which can be detected on a document paper
including shapes, sizes and patterns can be used as a guide for researchers to distinguish and
classify the printer sources [1, 8, 33–36, 53, 55, 56]. There are several approaches for
authenticating printed documents and Table 1 illustrates the literature papers on the associated
topics for source identification. Mikkilineni et al. [33–36] applied GLCM for each English “e”
character to form the feature vectors. In their experiment [33], two strategies were developed
for printer identification based on examining the printed document. Finding intrinsic signatures
of the printed document was the first solution for identifying the characteristics of a particular
printer, model and manufacturer’s brand with very high resolution (2400 dpi). Meanwhile, the
other one was banding by detecting the extrinsic signature with embedded information from a
document with electrophotography (EP) printers in modulating the intrinsic feature. They
implemented a 5-Nearest-Neighbor (5NN) classifier in their previous work [33, 34] and in
other experiments [35, 36], SVM was applied to classify 10 printer types. Several researchers
in [53, 55, 56] also conducted their experiments by using GLCM with different approaches
with extended features. Tsai et al. [53, 55] implemented GLCM and DWT based feature
extraction to identify Chinese character and used feature selection to get the optimum feature
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set for printer source identification. In further study [56], they identified Japanese character
with more features which include GLCM, DWT, Gaussian, LoG, Usharp, Wiener and Gabor
features for classification. Furthermore, Kee and Farid [21] proposed two solutions using
principal component analysis (PCA) and singular value decomposition (SVD) for printed
characters to distinguish source printers. Wu et al. [58] extracted the geometric distortion of
Chinese document as the intrinsic features for classification.

On the other hand, examinations of intrinsic marks for image document were conducted with
various techniques. Choi et al. [5] used the noise features extracted from the statistical analysis of
the HH sub-band of DWT for 15 RGB channel features and 24 Cyan, Magenta, Yellow and Black
(CMYK) channel features for identifying the source of color laser printer. Alternatively, Kim and
Lee [23] applied each CMY color channel in the discrete Fourier transform (DFT) domain to
identify the color laser printer. Accordingly, Ryu et al. [45] investigated the property of halftone
textures from electro photographic printer in each channel of CMYK domain. They applied the
Hough transform and constructed the histogram by angle values. Correspondingly, Bulan et al. [3]
also assessed the similarity of a pair of geometric distortion signatures during the printing process
using the normalized correlation.

According to the abovementionedmethods, the use of feature filters and SVMclassification are
the most commonly adopted solutions. Nevertheless, the use of feature sets are generally imple-
mented independently based on the limit of computation complexity. As a consequence, the feature
filter applicability of the underlying techniques involved can still be improved. For example, how

Fig. 1 Basic laser printer components and operation
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to wisely select the most important features among large feature sets is still a critical issue. Thus, to
accomplish better accurate identification rate is technically inspiring for researchers to enhance the
existing techniques and explore new forensics approaches.

To achieve those goals, the objective of this paper is to obtain the best performance of printer
source identification for text and image documents wherewe investigate different filter sets, expand
feature filter combination, and theoretically diffusing the feature selection among feature space.
Furthermore, the aim of the research is to acquire the best decision results.

In addition, the up-to-date deep learning technology of artificial intelligence has been adopted
lately in many different fields. The advancement of the approaches not only reduces human
intervention but also learns the model by the input data automatically. In the meantime, this study
will systematically compare the performance for feature based SVM system and deep learning
based classification system for text and image documents in details. As a consequence, this paper is
structured as following: Section 2 reviews the theoretical background of different statistical
approach for feature representation, feature selection, proposed identification scheme and deep
learning based classification system. Section 3 illustrates the experimental results with comparison
and discussion. Section 4 concludes the paper and discusses the future works.

2 The theoretical background of feature statistics and research approach

Before the introduction of investigated features and research approach, we briefly review the
functional mechanism of the laser printers.

2.1 How laser printer works

Laser printer is an electro photographic printer that uses a focused beam or light to transfer text
and images onto paper. The printer process varies among different manufacturers and the

Tablre 1 Research papers on the topic of identifying printed document

Document
type

Research Approach Research
object

Classifier Claimed
average
accuracy rate

Number of
printer

Text
document

[35] GLCM English Character
“e”

SVM 93.0% 10

[55] GLCM, DWT Chinese character
“永”

SVM 98.64% 12

[56] GLCM, DWT,
Gaussian, others

Japanese character
“シ”

SVM 94.23% 12

[8] GLCM_ MDMS,
GLCM_MD,
CTGF_GLCM_
MDMS and others

English Character
“e” and frame
document

SVM 98.47% 10

Image
Document

[5] DWT, GLCM Color image
document

SVM 88.75% 8

[23] Discrete Fourier
transform (DFT)

Photograph Image
document

SVM 94.4% 7

[45] Hough transform Photograph Image
document

a 91.9% 9

a denotes no exact information provided
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printed document is greatly influenced by the printer mechanism [16]. Figure 1 illustrates the
steps of basic laser printing process.

1) The data flow of text or image documents are fed into the printer from a computer.
2) An electronic circuit with a high-voltage wire gives a static electric charge to activate the

corona wire. It gives a total positive charge to the photoreceptor drum.
3) At the same time, a tiny laser shines across the drum surface to discharge certain points. It

draws a pattern of electrical charge (an electrostatic image) printed as character or image
pattern. This system works with a positive electrostatic image on a negative background.

4) After the pattern is set, a developer roller fetches powder particles from tonner hopper and
attaches to the negative discharged areas the photoreceptor drum to coat it onto a paper
with positively charged toner.

5) The paper which has already revolved along with the drum and toner hopper passes
through two hot fusers.

6) Finally, the printout is completed and come out from the other side of the printer [17]

2.2 Feature filters

Features are important characteristics extracted from the printed documents and will be
analyzed for classification purpose. In this study, ten different set of filters are adopted to
acquire the most informative values for analysis. Due to the limit of the space, concise
description is explained for these filters and the formulas are tabulated in the Appendix
section. Interested readers can refer [2, 4, 6, 7, 9–12, 28, 30, 32, 38, 39, 47, 54, 57, 59] for
more detailed information.

2.2.1 The GLCM features

GLCM is a popular statistical method for texture recognition that provides the spatial
relationship of the pixels. Four directions are used to generate the data that are focused on
the generation of the matrix, i.e., 0 degree (horizontal direction), 45 degree direction, 90
degree (vertical direction), and 135 degree direction. The direction and spatial distance from
the reference pixel i will be defined, such as 1 space at 45 degrees direction locates at the
adjacent pixel j next to the reference pixel i [34, 54, 55]. The features are the estimation of
the second order probability density function of the pixels in the image and GLCM is a
matrix of frequencies, where each element (i, j) indicates the spatial location of image. The
glcm (n, m) means the number of occurrences of pixels with gray levels n and m respectively
with a separation of (dr, dc) pixels and the number of rows and columns is determined by the
number of grayscale intensity values in the image. If the GLCM is normalized with respect
to Rglcm, its entries then represent the probability of occurrence of pixel pairs with gray
levels n and m with separation (dr, dc). Here we choose dc = 0 and dr = 1. A binary image
map with all the pixels labeled as 1 within region of interest (ROI), while pixels valued as 0
if they are not within ROI. The number of pixels is in the ROI as shown in Fig. 2, which is
the set of all pixels within the printed area of the image. With this intention, the formulas of
ROI and the estimated values of normalized GLCM are listed in the Appendix. There are a
total number of 22 different textural features that could be computed from the GLCM, such
as described in [34].
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2.2.2 The wavelet-based feature

The DWT feature set in this study focused on a two-dimensional scaling wavelet that is a
product of two one-dimensional functions based on the research of [9, 54, 55]. There are four
subbands which are sub-sampled as decomposed image shown in Fig. 3. The sub-bands can
give a label LH1, HL1 and HH1 and the detailed image LL1 corresponds to the coarse level
coefficients such as an approximation image. However, the sub-band LL1 is critical sampled
after decomposing. This process is a two-level wavelet decomposition and can be further
decomposed by using LL2 until the final scaled decomposition is accomplished. By using this
filter set, there are 12 statistical features which include standard deviation, skewness, and
kurtosis for four HH, LH, HL, LL sub-bands [9, 10, 28, 54].

2.2.3 The spatial features

The spatial filters applied in this study are Gaussian smoothing filter, Laplacian of Gaussian
filter, Unsharp, Gabor, and Wiener filters. Those filters are briefly explained as following:

1 W1

H

j

i

Img( i , j )

sample

0
0

45
0

90
0

135
0

ROI

Fig. 2 An example of ROI for printed pepper and the four different orientations for generation of GLCM

LL1 HL1

LH1 HH1

LL2 HL2

LH2 HH2

HL1

LH1 HH1

(a)       (b)

Fig. 3 DWT Image decomposition (a) One-level (b) two levels
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1) By using the process of convolution, Gaussian filter can minimize the image noise based
on probability distribution function [4]. In this study, Gaussian smoothing is implemented
to enhance image (text and image document) structures at different scales.

2) The second derivative of Gaussian filter is Laplacian of Gaussian (LoG). It is a filter
function derivative which can detect areas with rapid change as edge on the image,
combining noise reduction and responding to changes in image gradients [32]. Laplacian
is very vulnerable or sensitive to the presence of noise.

3) The unsharp filter is a high pass filter with a sharpening operator which enhances
edges through the procedure which subtracts an unsharp, or smoothed version of an
image from the original image. Implementing unsharp filter is to reduce blur in
scaled unsharp version of the image from the original image. In practice, it can be
done by subtracting the blurred image from the original image [47, 59]. This study
used unsharp filters with the high-frequency Laplacian filter to retrieve the numeric
information from the scanned text and image document.

4) The 2-D Gabor filters are sinusoids modulated by a Gaussian window that has
several advantages such as invariance to illumination, rotation, scale, translation
[7, 57]. In the spatial and the spatial-frequency domain, it is a set of orientation and
frequency sensitive band pass filters which have the optimum joint resolution. These
filters are suitable for extracting orientation dependent frequency contents of patterns
and have been widely used in solution for forensics identification. This study
implemented the Gabor orientation for scanned image upon four values, i.e. 0°,
45°, 90° and 135°. The variance along x and y axis, f is the frequency of sinusoidal
function and θ is the orientation of Gabor function. The settings of sx = 4, sy = 12, f =
4, 12, 24, 48, θ = 0, π/4, π/2, and 3π/4 yield 48 different feature filters for feature
extraction [11].

5) The Wiener filter was introduced by Norbert Wiener for minimizing the noise impact of
the image by additive noise and blurring. It is a technique based on statistical approxi-
mation from the local neighborhood of every pixel and forms the foundation of data-
dependent linear least square error filters. Additionally, it plays a central role in a wide
range of applications such as channel equalization, linear prediction, signal restoration,
echo cancellation, system identification and channel equalization. The filter can be applied
in frequency domain as an adaptive linear filter that works on local variant characteristics
of an image. It also has good performance on removing the Gaussian white noise [57]. By
using these filters, there are 64 features in this category.

2.2.4 The Haralick features

The other spatial feature of co-occurrence matrix and texture features are Haralick texture
features. It was formulated by R. M. Haralick in 1973 by computing various statistical
properties that was used to construct the matrix obtained by using the directions of 0°,
45°, 90° and 135° [12]. However, the spatial grayscale level reliance matrix at the
direction and spatial distance such as GLCM feature filter where (i, j) indicates the
spatial location of image; glcm(n, m) means the number of occurrences of pixels with
gray levels n and m respectively with a separation of (dr, dc) pixels. Each element
represents as a sum of total number of pairs from gray levels at the position in the
predefined offset over the full image. Accordingly, it has fourteen features of co-
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occurrence matrix on the spatial gray level dependence. The fourteen functions are
calculated from each image in the matrices as feature filters before implemented in
classification and the details of the 14 features are defined in the Appendix.

2.2.5 The fractal features

In this study, we extracted fractal based features by calculating the fractal dimension.
These features are built on fractal dimension for gray-scale images which depict objects
and structure boundary. Three primary solutions are applied in texture analysis for fractal
feature values. In the first solution, an image surface is generated by using model of a
fractional motion and its roughness as a parameter for discrimination between classes. In
the second one, a modeled image is generated as an intensity surface in its fractal
dimension as the texture parameter. And the last solution, making an image as a point
set union forms a vector for totally fractal dimension. More importantly, the fractal filters
not only computes the fractal dimension of any grayscale image but measures the
roughness of the image with different textures. The extraction algorithm consists in
decomposing the input image into a set of binary images from which the fractal
dimensions of the resulting regions are computed in order to describe segmented texture
patterns. The fractal feature vector [6] - Δ(x, y) is defined in the Appendix. Costa [6] and
Bekhti [2] implemented threshold set of binary (nt) corresponding to the maximum
possible gray level in I( x, y) images which yield 48 features. To extract features, they
used F = (I, nt) where nt represents a threshold and we used 4 as the threshold that
acquired 24 features.

2.2.6 The LBP features

LBP is a feature extractor that has an appropriate and powerful sub pattern-based texture
descriptor. It characterize the gray-scale invariant texture and combination between
measuring texture from each neighborhood and the difference of the average gray level
of those pixels based on binary numbers. It has the advantage to obtain pattern labels of
image texture by calculating histogram of uniform LBP, especially for texture with
different edges and shapes [30, 38, 39]. LBP operator defined in the Appendix efficiently
supervises texture segmentation and is used together with the size of the local contrast as
a feature filter with high quality performance.

In this study, the sample image is divided into blocks for the LBP feature extraction.
LBP (8,1) neighborhood is used with the pixel in the printed area which compared the
pixel to each of its 8 neighbors that the direction is from left-top, left-middle, left-bottom,
right-top, etc. It is done for each pixel in a block pixel when the pixel value is greater
than the neighbor’s value, write “0”. Otherwise, write “1” as the LBP value. Finally, the
histogram value from each block is computed as combinations of which pixels are smaller
or greater than the center pixel value. The total value of LBP are merged into one
histogram when using uniform patterns and the length of feature vector reduced from 256
to 59 for a single cell if R= 1 and P=8. The combined 59 features are further used as
feature filters in this study.

27550 Multimed Tools Appl (2018) 77:27543–27587



2.3 Support vector machine

SVM is a classifier that can generalize texture patterns in a high-dimensional space and
classify pixels for images according to textural cues. It is a concept for classification,
regression, and other learning tasks that can be simply explained as an attempt to find the
best hyperplane which serves as a separator among classes in the input space. The best
hyperplane separation among them can be found by measuring the margin hyperplane and
looking for maximum points [24]. In addition, SVM is able to obtain the best result in
comparison among feature extractions for a multi texture classification problem [52]. The
SVM generates a model based on the training data and can predict the target values of the test
data given only the test data attributes [15, 52]. Given a training set of instance-label pairs xi,
yi, i = 1, …, l where xi ∈ Rn and y ∈ {1, −1}, the SVM classification can be formulated in Eq.
(1).

min
w;b;ξ

1

2
wt wþ C ∑i

i¼1 ξi subject to yi w
tϕ xið Þ þ bð Þ≥ ξi; ξi≥0 ð1Þ

where C is the capacity constant, w is the vector of coefficients, b is a constant, and ξi
represents parameters for handling non separable data (inputs). The kernel ϕ is used to
transform data from the input (independent) to the feature space. The functional depen-
dence of the dependent variable y on a set of independent variable x. Note that y ∈ ± 1
represents the class labels and xi represents the independent variables. However, the
index i labels the N training cases. Here training vectors xi is mapped into a higher
(maybe infinite) dimensional space by the function ϕ. SVM finds a linear separating
hyperplane with the maximal margin in this higher dimensional space. C > 0 is the
penalty parameter of the error term. Furthermore, K(xi, xj) =ϕ(xi)

tϕ(xj) is called the
kernel function. The radial basis function (RBF)-based kernel function builds the clas-
sifier for this study [15] as defined in Eq. (2) where γ is a parameter that sets the
“spread” of the kernel.

KRBF xi; x j
� � ¼ exp −γ xi; x j

�� ��2� �
; γ > 0 ð2Þ

The images that have been extracted in different features are then classified by using
SVM utilities to get the optimized parameters. The Optimal kernel parameter for C and γ
were obtained by a coarse grid search in the parameter space within the interval C and a
mapping ϕ is considered to transform the original data space into another feature space.

2.4 Decision-fusion model

As described in Sec. 2.2, as more features are adopted, the complexity of computation
and processing time will also increase for classification. Therefore, it is an important
issue to identify the critical features among the feature sets in order to reduce the overall
computing time and complexity. The decision-theoretical model referring to the feature-
selection aggregation for decision technique is therefore explored. Several feature
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selection methods will be utilized and the floating search methods are implemented by
the sequential selection procedures that are related to the plus l take-away r algorithms
[40]. It consists of applying Sequential Forward Selection (SFS) for l times and then
followed by r steps of Sequential Backward Selection (SBS) with its fixed cycle of
forward and backward selection repeated until the required number of features is
reached.

SFS is a greedy search algorithm when it starts from the empty or blank empty set.
The next step is sequentially add the feature x+ which maximizes J(Xk + X) when
combined with the features Yk that have already been selected. On the other hand, SBS
works in the opposite direction of SFS when it starts from the full set (Y0 = X) and
sequentially remove the worst feature x− that can reduces the value of the objective
function J(Y − X−) . By removing a feature, it possibly increases the objective function
J(Xk − X) > J(Yk). The sequential forward and backward selection is updated whenever
the modification results achieve better performance. Based on the idea of the SFS ((1,0)-

Start

K=D?

Yes

Conditionally exclude 

one feature applying a 

step of SBS algorithm

End

No

Apply a step 

of SFS 

algorithm

K� K+1

Remove conditionally 

excluded feature from 

the current solution

K� K-1

Is the subset better than the 

current best subset of

 size K-1?

Return the conditionally 

excluded feature back to the 

current solution

Current best 

subset 

K

K� 0

Fig. 4 Flowchart of applying SFS and followed by SBS method
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search) and SBS ((0,l)-search) algorithms, it can be efficiently implemented by consid-
ering conditional inclusion and exclusion of features controlled by the value of the
criterion itself. A flowchart of the SFS algorithm is shown in Fig. 4. In this flowchart,
the SFS and the SBS algorithms are implemented [29, 42]. Plus l minus r selection
(LRS) starts from the empty set and repeatedly adds l features and removes r features
when l is more than r. Conversely, when l is less than r, LRS starts from the full set and
repeatedly removes r features followed by l additions.. The plus l take-away r algorithms
method can be described in an algorithmic way as following:

It can be implemented by using plus 2 minus 1 (P2M1) where (l =2, r =1), plus 3 minus 2
(P3M2) where (l =3, r =2), and plus 4 minus 3 (P4M3) where (l =4, r =3). Furthermore, to
perform feature selection, Pudil et al. [41] proposed the SFFS and SBFS methods. The SFFS
method is a modified plus-m-minus-r by one more mechanism in the minus step. To ensure for
finding the best feature subset, it can repeat the removal step and SBFS method has the same
principle as SFFS sequence method. The Sequential Floating Forward Selection (SFFS) starts
from the empty set. It works after each forward step and then performs backward steps as long
as the objective function increases. Otherwise, the Sequential Backward Floating Selection
(SBFS) starts from the full set. After each backward step, it performs forward steps as long as
the objective function increases. The SFFS method can be described algorithmically in a
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similar way to the previous method as following:

A challenge of feature selection integration or fusion represents the method of combining
the above mentioned five different techniques of feature selection (P2M1, P3M2, P4M3,
SFFS, and SBFS). The goal here is to gather the most useful features from all the selection
methods, in such a way that the end-result is to achieve the best outcomes from each technique
respectively and then making a fusion from each of them after aggregation.

This study considers decision-theoretical model as experts and feature sets as alternatives. It
gives each feature the ranking order or confidence level in the final subset since features in an
optimal subset by selection algorithms are generated in a series of inclusion and exclusion
steps. Consequently, the count-based aggregation is selected as the algorithm of decision
fusion. The feature will get a recommending label whenever a feature is chosen into the
optimal subset by a selecting algorithm. Based on the majority vote, the features with the most
labels are selected into the final optimal subset. The completed selection is taken by the
majority of the features of each group. The highest-level decision or the top λ fusion operates
directly on classification applied on the basis of each selection. Thus, the final decision is taken
by combining the majority vote from the feature sets.

2.5 The proposed approach

We propose the technique based on machine learning method by examining the text and image
documents. The diagram shown in Fig. 5 illustrates the identifying procedures which can be
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divided into five stages such as, printing documents, digitizing documents, feature extraction,
feature selection, and classification:

Text and Image Documents

Printer 
1

Printed Documents

Scanner

Scanned Images
for text documents

Extracted 
Features
Database 

P2M1

Selected top λ
features

Count-based 
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Fig. 5 The research flowchart of SVM based system
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(1) Printing documents: First of all, text and image documents are prepared. For example,
different font-type with different font size for characters are studied. In this paper, several
printed characters are identified such as commonly used English character “e”, Chinese
character “永”, Arabic character ,”ج“ and Japanese character “シ”. We also investigated
the image documents (i.e. Lena, Peppers, Baboon and Wikipedia images) for compari-
son. Next, all the documents are printed by using 12 printers where brands and models
are shown in Table 2.

(2) Digitizing documents: After all the documents have been printed, the second step is to
digitize document by using HP Scanjet G4050 with 300 dpi. At this stage, document
types are recognized as either text or image document. If the document is identified as
text file, region of interest for the extracted characters will be further labelled to remove
the blank space in order to obtain the most valuable scanned information. The digital
documents are generated in bmp format and cut automatically by Netbean IDE 8.0
software to facilitate the process. For example, each 10 pt. text image is then cropped into
51 × 51 pixel dimension for each identified character that represents the printer source
document.

(3) Feature extraction: Extracting the grayscale documents by the proposed filters such as
LBP, GLCM, DWT, Gaussian. LoG, Unsharp, Wiener, Gabor, Haralick, and fractal
filters. Each character or images are extracted by using ten different feature sets based
on the printer sources. For example, the character “e” that originates from each type of
printer, we extracted at least 1200 images for each printer by using different feature filters
into numeric values. In this study, there are total 306 statistical features which is a very
large feature space compared with features adopted in [1, 3, 5, 8, 21, 23, 33–36, 45, 53,
55, 56, 58]. Therefore, the computational complexity is also a critical issue to be resolved
in real applications. Therefore, feature selection will be conducted in the next stage to
alleviate the computation demands.

(4) Feature selection and fusion: The adaptive feature selection algorithm is implemented
here in order to find the most important λ features which helps to reduce the total
evaluation time without the loss of accuracy. Five feature selection algorithms P2M1,
P3M2, P4M3, SFFS, and SBFS are adopted for the feature selection processes [55]. The
count-based aggregation is utilized at decision fusion stage where each feature will get a
recommending label whenever a feature is chosen into the optimal subset by a selecting

Table 2 Laser printer brand and models used in this study

No Brand Model

s1 Avision AM/MF 3000
2 HP LaserJet Pro 200 Color P. M251nw
3 HP LaserJet Pro 500 MFP M570dn
4 HP Color LaserJet CP3525
5 HP LaserJet Pro CP1025
6 HP LaserJet 4300
7 HP LaserJet 4200dtn
8 HP LaserJet M1132 MFP
9 HP LaserJet Pro 400 MFP M425dn
10 HP LaserJet M1522nf
11 HP LaserJet Pro M1536dnf
12 OKI C5950
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algorithm. Based on the majority vote, the features with the most labels are selected into
the final optimal subset which will be used for classification.

(5) Printer classification: The last step of the source identification is to classify the printed
sources from different printers using the optimal features from step (4) by using SVM
trained model. The extracted images that have been in the numeric value are then inserted
into MySQL database. The database contains different schema and query based on
printed document type which will be evaluated. Afterwards, this study classifies them
by using SVM in the Java environment (Eclipse Indigo) and same SVM parameters
applied in [33, 53, 56] are adopted here where 500 images for training and 300 images
for testing.

2.6 Machine learning and deep learning

In the past, based on professional knowledge and experience, features are extracted heavily
depending on human involvement. The process of manually feature selection is usually
laborious and time consuming. Therefore, machine learning is a discipline that specializes in
how computer simulates and realizes human learning behavior. If the technique can program
computer to automatically learn the characteristics and speed up the whole procedures, it can
save dramatic amount of time and money.

Accordingly, it is important to understand how the human brain works, and Hubel
et al. [18] had found that the operation of the neuron system is hierarchical based on the
functional analysis of the cortex cells of the cat to find the corresponding relationship
between neurons. Under such understanding, the integration of artificial neural network
and the back propagation facilitate the analysis of a large number of input training
samples to get the statistical regularity, and to make the prediction.

Hinton et al. [14] have reported that the multi-hidden artificial neural network has
excellent learning capability. The learned features are conducive to visualization and
classification. In addition, deep neural networks can overcome the difficulty of training
through “layer-wise pre-training”. Consequently, deep learning can establish a multi-
hidden layer of learning model to process a large number of training samples, learn
useful features and enhance the classification or prediction accuracy. Deep learning has
also developed many different models such as: Auto Encoder, Sparse Coding, Restricted
Boltzmann Machine (RBM) [31], Deep Belief Networks and Convolutional Neural
Networks (CNN). Related studies have achieved great success in many fields of human
machine interaction [25, 26]. Since many advanced and complicated deep learning
structures are generally based on CNN, this study will implement CNN of [25] for
comparison purpose.

Convolutional neural networks (CNNs) is a type of artificial neural network that was
proposed by Lecun et al. [26], it has become one of the popular tools in the field of speech
analysis and image recognition. Its shared weights network structure is very similar to the
actual biological neural network in simulation. This feature can also reduce the complexity of
network model and reduce the number of parameters. CNNs can directly use the image as the
input which can avoid the traditional identification method by complex feature extraction and
data reconstruction. The network structure of a convolutional neural network is highly
invariant for image translation, scaling up/down, tilting or other forms of deformation.
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Convolution neural network [25] is a multi-layer neural network that each layer consists of
multiple two-dimensional planes. This plane is composed of multiple independent neurons, the
basic concept of network architecture as shown in Fig. 6. The C layer in the graph is the feature
extraction layer, and the input of each neuron connects with the local receptive field of the
previous layer, and the local feature is extracted. When the local feature is extracted, its
positional relationship with other features will also be determined. The S layer in the graph is
the feature mapping layer, and each feature layer of the network is composed of multiple
feature mapping layers. Each feature is mapped to a plane, and the weights of all the neurons
on the plane are equal. The feature mapping structure adopts the influence function kernel, the
small sigmoid function acts as the activation function of the convolution network, so that the
feature map has the displacement invariance. In addition, since neurons on a map surface share
weights, it is possible to reduce the number of network parameters and reduce the complexity
of network parameter selection. Each feature extraction layer (C layer) in the convolutional
neural network is followed by a computational layer (S layer) for local averaging and
secondary extraction.

Convolution neural network consists of five basic network layers: input layer, convolutional
layer, rectified linear unit (ReLU), pooling layers, and fully connected layer:

(1) Input Layer:

The entrance for the input data.

(2) Convolutional Layers:

This layer contains a series of fixed-size filters, which are used to operate the convolution of
the input data, resulting in the so-called eigenvalue map (feature map). These filters can
provide useful modules for image recognition, such as image edges, regular patterns, and
color changes. The amount to be used depends on the size of the data, the complexity of the
image, and the size of the image. There are two important settings, Padding is set to determine
how many columns around the image to increase or how many rows of null pixels added; and
Stride is set in the filter about how many pixels to move during the scan. These two parameters
determine how the filter can scan the full image

Fig. 6 The network architecture of CNNs
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(3) Rectified Linear Unit (ReLU):

ReLU generally follows the operation of the convolutional layer and provides the output
with the non-saturating activation function f(x) = max(0, x). According to Krizhevsky’s study
[25], these equations can be used in convolution of neural networks in the rapid convergence
of training, also dealing with the elimination of gradient problems to speed up the training.

(4) Pooling Layers:

The pooling layer is to reduce the spatial size of the representation and the number of
parameters. It also minimizes the computation number through the feature map and controls
overfitting. The pooling operation arranges several forms of translation invariance and spo-
radically inserts the pooling layers among successive convolutional layers in the CNN
architecture. Therefore, the network can focus only on the important modules generated by
convolutional layers.

(5) Fully-connected Layers

This layer locates at the very end of the entire network and plays the role of a classifier,
often accompanied by the soft-max classifier to make the classification decision of the input.

In the convolutional neural network [25], the type of the network layer is arranged
according to the different application objectives. The convolution layer, ReLU, the pooling
layer forms a core unit. According to the different contents of the input data, the parameters
will be adjusted in order to establish a neural network that meets the requirements of the
system.

The training of convolutional neural network is mainly operated through the back propa-
gation algorithm and stochastic gradient descent with momentum algorithm. Back propagation
can be divided into two phases: propagation and weight update. It technically calculates the
gradient of the loss function, and then feedback to the optimization method for weight update
[43]. Compared to the standard gradient descent method using the entire dataset, the stochastic
gradient descent method for each period of interaction uses the training subset called mini-
batch. It minimizes the error function by updating parameters of weight and bias, and the
parameter updating is calculated by the gradient of the loss function fed back by the back
propagation [43].

2.7 Deep learning based classification

The procedure of classification system in this study is shown in Fig. 7 with the following steps:

(1) Same as the procedure of 3.1(1) printing documents and 3.1(2) digitizing documents.
(2) Feature extraction and feature selection and classification are all substituted by the

convolutional neural network. The different combination of convolutional layer, ReLU
layer and pooling layer form a multi-layer neural network. Apply the system to train
samples, automatically learn the characteristics of the images from different printers. The
fully-connected layer with soft-max operation plays the role of classifier.
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Based on the above steps, the successful design of the layer architecture of CNNs is the core
of the identification system to achieve high accuracy rate. The design of the network layer and
the parameters are described as following:

(1) Input layer: the network layer reads the training samples and generates output to the
convolutional layer.

(2) Convolutional layers: a series of filters are used to convolve the images from the input
layer and generate the feature map through convolutional layer. This study will apply
three convolutional layers, each of the filter size of convolutional layers is 5 × 5, zero-
padding is set to 2, and stride is set to 1. The first and second convolutional layers use 32
filters to scan the image, and the third convolutional layer uses 64 filters.

(3) ReLU layers: each convolutional layer is generally followed by the ReLU layer which
primarily helps the training to converge quickly and avoids overfitting. The standard non-
linear equation f(x) = max(0,x) is used in the experiments.

(4) Pooling layers: a pooling layer reduces the dimensions of the images for subsequent
network layers. Each pooling layer has a window dimension of 2 × 2, and stride is set to
2. It means that the window scans the image and moves two pixels right and down each

Fig. 7 The flowchart of CNNs system
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time. The first and second pooling layers use the max-pooling and the last one uses
average-pooling.

(5) Fully-connected Layers: only one fully-connected layer is used in the experiments with a
soft-max layer and a classification layer to classify the image source of the printer. Since
12 printers are used, the parameter setting of the category is 12.

The rest of the network architecture is set as follows: the initial learning rate of neural
network is 0.001. After every 10 cycles of training, the rate will be reduced by 90%. Each
experiment will perform 30 cycles of training and each training will process 100 images. Each
training sample is randomly selected and each trained image is labelled which will not be
selected as testing.

Table 3 summarizes the network layer design of the overall CNNs architecture, where
"CONV + POOLmax" represents the convolutional layer and followed by the use of the
maximum generalized pooling layer. The "CONV + POOLavg” is followed by the use of
pooling layer of average generalization.

3 Experiments and discussion

Before we perform the experiments, one issue must be done in advance which we call the pre-
tests. The purpose of pre-tests is to determine and verify whether the property of the paper will
affect the identification accuracy for printer source identification. It should be conducted
before the research flowchart which is shown in Fig. 5.

3.1 Pre-tests

It is first necessary to ensure that the printers are set in black and white mode even color printer
is used. As we know, most of the printed documents are printed in black and white. For that
reason, we focus on colorless documents. There are types of color printer which is used in this
study then we employ the same treatment. To get a fairer outcome, we print in the black-and-
white(B&W) printer settings for all the experimental data.

In the pretest experiment, USB microscope is applied to acquire more detailed figure
information for text and image documents. As shown in Table 4, there are not significant
differences for character “e” between color printer and B&W settings. In contrast, there are

Table 3 Summary of parameters for CNNs

Layers

1 2 3 4

Type CONV + POOLmax CONV+ POOLmax CONV +POOLavg FC
Filter numbers 32 32 64 12
Filter size 5 × 5 5 × 5 5 × 5 –
Convolution stride 1 × 1 1 × 1 1 × 1 –
Pooling size 2 × 2 2 × 2 2 × 2 –
Pooling stride 2 × 2 2 × 2 2 × 2 –
Padding size 2 × 2 2 × 2 2 × 2 –
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clear differences among image Lena. However, when the images are printed in black printer
documents such as are shown in Fig. 8, it is very hard to compare between the color and black.

The pre-tests also analyze different paper quality and the selection of paper material will be
examined. During pre-tests, English character “e” will be printed from the same printer HP
LaserJet Pro 400 MFP M425dn and then scanned for three different pre-test experiments. For
each experiment, 1200 images sample are examined in each character for different type of
paper. The images are classified using SVM engine to build the prediction model of the paper
sources. There are 500 images which are selected from each paper as training data and another
300 images for test data. The results are tabulated in Table 5 where the individual identification
capability from 10 different feature sets of Sec. 2.2 is examined.

The second column of Table 5 lists the first pre-test results while six white paper with the
same brands (Paperone 80g) is used. It can be seen in the second column that using the same
white paper of the same brand and texture, the average accuracy rates from ten different filters
is 32.88%. Generally speaking, the accuracy rate of each filter set is low and it indicates that
using identical paper for same printer, it is not possible to do the paper identification.

The third column of Table 5 lists the second pre-test results while the white paper with 6
different textures (six white papers with visually different texture) is applied. Conversely, the
average accuracy rate is 87.06% which indicates better classification capability and the
accuracy rate of each filter set is significantly higher than the rates of the first pre-test.

Table 4 Microscopic images of character “e” and Lena in different printer setting

Character “e” in microscopic image 
500x

Lena in grayscale image

Printer Brand Color Prin�ng B&W Prin�ng Color Prin�ng B&W Prin�ng
HP LaserJet 
Pro 300 Color 
MFP

HP LaserJet
CP1025nw 
Color

OKI C5950
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The fourth column of Table 5 lists the third pre-test results while the paper with six different
color (white, red, green, yellow, pink and blue) is applied. Similarly, the accuracy rate of each
filter set is significantly higher than the rates of first pre-test and the average accuracy rate is
86.00%. Therefore, the paper color is also another attribute to affect the printer identification.
Due to this fact, the study of printer source identification should be fair without the influence
of paper texture or color. Therefore, the same brand of white paper (i.e. Paperone 80 g) is
applied in this research for fair comparison purpose. This same setting is also performed in the
previous studies [8, 33–36, 53, 55, 56].

3.2 Data samples

The study of printed document is categorized into text and image documents. To validate and
compare the document, the samples are distinguished not only for text document with different
language scripts but also for image document with different samples.

Fig. 8 Microscopic images for Lena in black printer setting. The printer brand and models are (a) Avision AM/
MF 3000, (b) HP LaserJet Pro 200 Color P. M251nw, (c) LaserJet Pro 500 MFP M570dn, (d) HP Color LaserJet
CP3525, (e) HP LaserJet Pro CP1025 (f) HP LaserJet 4300,, (g) HP LaserJet 4200dtn, (h) HP LaserJet M1132
MFP

Table 5 The accuracy rates for character “e” based on different paper texture and color

Filter Accuracy rates for paper identification

Same white paper(%) Different texture in white paper (%) Different color paper (%)

LBP 22.58 92.14 79.42
GLCM 33.88 91.24 95.85
DWT 30.03 67.52 77.73
Gaussian 33.06 90.46 93.85
LoG 27.41 84.24 74.91
Unsharp 29.18 88.02 88.81
Wiener 47.32 93.14 75.86
Gabor 30.90 82.14 89.48
Haralick 34.14 90.61 95.30
Fractal 40.34 91.04 88.83
Average(%) 32.88 87.06 86.00
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3.2.1 Text document

This study examined text document for English character “e”, Chinese character “永”,
Arabic character ,”ج“ and Japanese character “シ”. There are different reasons to select
those characters. For example, English character “e” is widely analyzed from various
literatures [36, 55]. On the other hand, each stoke of Chinese character “永” represents
the basic strokes for Chinese calligraphy [55]. Arabic character ”ج“ and Japanese
character “シ” are selected since both characters are with few number of strokes in its
language category. All the scanned text images are converted into grayscale in bitmap
file format (BMP). After digitizing the document, the 10 pt. text images are cropped by
using software Netbean IDE 8.0 with the pixel size 51 × 51 and the file size is 3.64
kilobytes for each image. As tabulated in Table 6, at least 1200 image samples are
examined for each character from one printer source. Hence, the number of sample in
each text document is at least 14,400 images from 12 printers.

3.2.2 Image document

Lena, Peppers, Baboon, and Wikipedia images are evaluated in this study. From the
image documents as shown in Figs. 9 and 10, the dimension size of each image patch is
also 51 × 51 with 3.64 kilobyte. Each image will be extracted at least 1200 image patch
samples from each printer. Thus, the total number of samples for each image document is
at least 14,400 images from 12 printers.

3.3 Experimental results

In this study, seven experiments are conducted to verify the proposed method as
described in Sec. 2.5. We focus on printed source identification for English, Arabic,
Chinese and Japanese Character using the combined feature filters and decision fusion
model of feature selection. In addition, deep learning based classification system is also
performed and compared.

Table 6 Data information for text documents

Character Name Image 

sample

Dimension Size Total data

for each

printer

Total data 

proceeded

(1) “e” , Arial 10 pt 51 x 51 3.64 kb 1,200 14,400

(2) “ ”, Arial 10 pt 51 x 51 3.64 kb 1,200 14,400

(3) “ ”, Arial 10 pt 51 x 51 3.64 kb 1,200 14,400

(4) “ ”, Arial 10 pt 51 x 51 3.64 kb 1,200 14,400
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3.3.1 Experiment I: feature selection

Feature selection techniques The five feature selection methods are implemented to
gain the most computationally effective and efficient features before performing classi-
fication. They are Plus-2-Minus-1 (P2M1), Plus-3-Minus-2 (P3M2), Plus-4-Minus-3
(P4M3), Sequential Forward Floating Search (SFFS), and Sequential Backward Floating
Selection (SBFS) and the algorithms are written in Java. Regarding about how many
features should be selected and how much time is needed, these features are grouped into
10 major groups such as GLCM (22 features), DWT (12 features), Gaussian (21
features), LoG (21 features), Unsharp (21 features), Wiener (64 features), Gabor (48
features), Haralick (14 features), fractal (24 features) and LBP (59 features). In addition,
all features are selected from 1200 images in each letter and image sources.
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Fig. 9 Image patch samples for Lena, Peppers, and Baboon from 12 different printers in 51 × 51 pixel size. The
printer brand and models are (a) Avision AM/MF 3000, (b) HP LaserJet Pro 200 Color P. M251nw, (c) LaserJet
Pro 500 MFP M570dn, (d) HP Color LaserJet CP3525, (e) HP LaserJet Pro CP1025 (f) HP LaserJet 4300, (g)
HP LaserJet 4200dtn, (h) HP LaserJet M1132 MFP, (i) HP LaserJet Pro 400 MFP M425dn, (j) HP LaserJet
M1522nf, (k) HP LaserJet Pro M1536dnf, and (l) OKI C5900
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In this experiment, Arabic character ”ج“ in Arial typeface with the font size 10 point is
evaluated for feature selection. The SVM model setting is adopted from Mikkilineni [34] and
Tsai [55] who applied 500 images for training and 300 images for testing. The feature selection
algorithm is executed by adding or removing a feature one at a time to find the optimum
identification rate. The selection order during execution will be recorded to choose the most
important features. Each feature selection algorithm is repeated 10 times for different data sets
and the diagram of accuracy rate versus number of features is plotted to decide the cut off
number for the most important features. Table 7 lists the differences among accuracy predic-
tion based on the number of features for GLCM feature set using P2M1 selection algorithm. It
can be clearly seen that the number of feature considerably affect the accuracy prediction. The
less number of features could lead to the low accuracy predictions. As shown in Table 7, two
features are selected which could attain only 72.19% for accuracy prediction and seven
features are selected which could attain 95.44% for accuracy prediction. However, increasing
number of features does not always significantly improve the prediction accuracy. It can be
seen that the accuracy prediction is topped at 16 features selected from Table 7 with the

(a) (d)

(i)

(c)(b)

(h) (j) (k)(g)

(f)(e)

(l)
Fig. 10 Image patch samples for “Wikipedia.org” from 12 different printers in 51 × 51 pixel size. The printer
brand and models are (a) Avision AM/MF 3000, (b) HP LaserJet Pro 200 Color P. M251nw, (c) LaserJet Pro 500
MFP M570dn, (d) HP Color LaserJet CP3525, (e) HP LaserJet Pro CP1025 (f) HP LaserJet 4300, (g) HP
LaserJet 4200dtn, (h) HP LaserJet M1132 MFP, (i) HP LaserJet Pro 400 MFP M425dn, (j) HP LaserJet M1522
nf, (k) HP LaserJet Pro M1536dnf, and (l) OKI C5900
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maximum accuracy prediction is 96.78%. This experiment suggests that the wise feature
selection from each feature set can achieve the best accuracy rate with less number of features.

Deciding the most important λ features In the context of obtaining the order list after
feature selection, it takes the decision fusion of 5 feature selection methods for aggregation
which can increase the model accuracy, decrease the overall computation time and reduce
overfitting with less redundant data for decision.

The diagram of accuracy rate versus number of features is plotted to decide the cut off
number for the most important features. As Fig. 11 shows, the accuracy rates for different

Table 7 GLCM feature set based on P2M1 selection algorithm

Number 
of

Features
Selected Feature Sets in Order Accuracy Predic�on(%)

1 20 50.06
2 20,13 72.19
3 20,13,2 86.67
4 20,13,2,18 91.28
5 20,2,18,14,16 93.61
6 20,2,18,14,16,15 94.39
7 20,2,18,14,16,5,13 95.44
8 20,2,18,14,16,5,13,17 95.75
9 20,2,18,14,16,13,17,11,8 95.97

10 20,2,18,16,13,17,11,8,12,10 96.67
11 20,2,18,16,13,17,11,8,12,10,3 96.72
12 20,2,18,16,13,17,11,8,12,10,3,19 96.69
13 20,2,18,16,13,17,11,8,12,10,3,5,4 96.69
14 20,2,16,13,17,11,8,12,10,3,5,4,6,14 96.72
15 20,2,16,13,17,11,8,12,10,3,5,4,6,14,18 96.75
16 20,2,16,13,17,11,8,12,10,3,4,6,14,18,19,22 96.78
17 20,2,16,13,17,11,8,12,10,3,6,14,18,19,22,5,7 96.75
18 20,2,16,13,17,11,8,12,10,3,6,14,18,19,22,5,7,4 96.72
19 20,16,13,17,11,8,12,10,3,6,14,18,19,22,5,7,4,15,1 96.67
20 20,16,13,17,11,8,12,10,3,6,18,19,22,5,7,4,15,1,2,9 96.72
21 20,16,13,18,11,8,12,10,3,6,18,19,22,5,7,4,15,1,2,9,21 96.69
22 20,16,13,19,11,8,12,10,3,6,18,19,22,5,7,4,15,1,2,9,21,14 96.67
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Fig. 11 The most important λ features based on accuracy rates of 5 feature selection
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feature sets increase considerably from feature number 0 to feature number 5 and is topped at
near 16 features. Hence, the cut off number is set to 16. Thus, the method of feature selection
fusion from P2M1, P3M2, P4M3, SFFS, and SBFS achieved 16 optimum features from 22
features for GLCM.

According to the optimum features that have already been recognized, we further decide
which features should be selected from the feature order list. Afterwards, they are numerically
sorted in ascending order based on the frequency times. Hereafter, as shown in Table 8, we
select 16 best indexed features to get optimum feature sets for GLCM. Based on the convex
property of the plot, the most important λ features can be decided from the highest rate
according to the plot. Using the recorded feature-selection order, the counter-based decision
fusion algorithm is utilized to decide the final top 16 selected features. The adaptive decision
theoretical model of feature selection is implemented in this study in order to reduce the total
evaluation time without the loss of accuracy while the most important λ features are selected.
The number of chosen features is determined based on the accuracy rate for all 306 features.

Table 8 Selected features for each feature set

Group
name

Number of
features

Number of Selected
Feature

Feature order with the numbered features

GLCM 22 16 2,3,4,5,6,8,10,11,12,13,14,16,17,18,19,20
DWT 12 12 23,24,25,26,27,28,29,30,31,32,33,34
Gaussian 21 15 35,37,38,42,44,45,46,47,48,49,50,52,53,54,55
LoG 21 18 56,57,58,59,60,61,62,65,66,68,69,70,71,72,73,74,75,76
Unsharp 21 14 77,78,79,82,86,87,88,89,90,92,94,95,96,97
Wiener 64 30 106,108,109,110,111,113,122,124,125,

126,127,128,131,133,135,138,140,141,142,143,
144,145,154,155,156,157,158,159,160,161

Gabor 48 27 163,165,168,169,170,171,175,176,177,178,181,
182,183,184,185,187,188,193,195,199,200,201,
202,203,205,208,209

Haralick 14 12 214,215,216,217,218,219,220,221,222,223
Fractal 24 23 224,225,226,227,228,229,230,231,232,233,234,

235,236,237,238,240,241,242,243,244,245,246,247
LBP 59 57 248,249,250,251,252,254,255,256,257,258,259,260,

261,262,263,264,265,266,267,268,269,270,271,272,
273,274,276,277,278,279,280,281,282,283,284,285,
286,287,288,289,290,291,292,293,294,295,296,297,
298,299,300,301,302,303,304,305,306

All 306 222 2,3,4,5,6,8,10,11,12,13,14,16,17,18,19,20,23,24,25,26,
27,28,29,30,31,32,33,34,35,37,38,42,44,45,46,47,48,49,
50,52,53,54,55,56,57,58,59,60,61,62,65,66,68,69,70,71,
72,73,74,75,76,77,78,79,82,86,87,88,89,90,92,94,95,96,
97,106,108,109,110,111,113,122,124,125,126,127,128,
131,133,135,138,140,141,142,143,144,145,154,155,156,
157,158,159,160,161,163,165,168,169,170,171,175,176,
177,178,181,182,183,184,185,187,188,193,195,199,200,
201,202,203,205,208,209,214,215,216,217,218,219,220,
221,222,223,224,225,226,227,228,229,230,231,232,233,
234,235,236,237,238,240,241,242,243,244,245,246,247,
248,249,250,251,252,254,255,256,257,258,259,260,261,
262,263,264,265,266,267,268,269,270,271,272,273,274,
276,277,278,279,280,281,282,283,284,285,286,287,288,
289,290,291,292,293,294,295,296,297,298,299,300,301,
302,303,304,305,306
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Same approaches are performed not only for GLCM but also for other nine feature sets and we
only list the feature value of λ after the experimental analysis due to the limited space. The
selection order during execution is recorded for the most important features in group fusion
format as shown in Table 7. After the feature selection, total 306 features can be efficiently
reduced to 222 features in Table 8. After the most important features have been decided, the
printer source identification can be finally investigated.

3.3.2 Experiment II: applying feature filter sets without selection

Text document To evaluate the printer source by using the proposed approach, the accuracy
rate based on character “e” is first investigated from previous research [8, 33–36]. In this study,
we examine English character “e”, Chinese character “永”, Arabic character ,”ج“ and Japanese
character “シ”. Before classification, all images are firstly extracted by using 10 feature
extraction sets such as mentioned in Section 2. Then, whole extracted images with numeric
characteristic value files are exported to MySQL database and classified based on filter sets by
using SVM in the Eclipse of Java environment. Through the help of the tool “grid.py” from
[15], the optimum penalty and gamma settings of SVM for the proposed method are found to
be 32 and 1, and radial basis function (RBF) kernel is used for SVM classification.

The steps of proposed approaches are listed below:

(1) 10 sets of images from text document database of 12 printer sources are randomly
generated. In each set, there are 500 images which are selected from each printer as
training data and another 300 images for testing data. 10 sets of feature filters are then
applied for characteristic extraction.

(2) Apply the SVM engine to build the prediction models using 10 sets of feature filter.
(3) Feed the test image subsets to the corresponding model trained in step 2 for the printer

source prediction.
(4) Repeat step 1 through 3 ten times to obtain the predicted results.

Table 9 tabulates the accuracy prediction of ten set of filters for text documents. The
accuracy prediction rate for character “e”,“ج”,“シ”, and “永” have stable percentages on each

Table 9 The accuracy prediction among different data sets for English, Arabic, Chinese, and Japanese characters

Filter group Number of features English e (%) Arabic ج (%) Chinese
永(%)

Japanese シ (%) Average
(%)

GLCM 22 93.76 96.38 95.56 90.91 94.15
DWT 12 83.52 91.54 85.62 90.74 87.86
Gaussian 21 93.37 96.65 94.87 90.52 93.85
LoG 21 84.57 82.20 81.99 76.13 81.22
Unsharp 21 90.95 90.48 89.46 86.79 89.42
Wiener 64 95.74 96.55 95.19 88.54 94.01
Gabor 48 95.49 95.36 95.67 96.15 95.67
Haralick 14 88.30 94.98 93.50 88.69 91.37
Fractal 24 89.58 90.12 88.24 84.81 88.19
LBP 59 77.66 55.62 58.34 50.23 60.46
All 306 96.16 98.77 98.46 96.11 97.38
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feature set of filters. The results of the classification using SVM based on feature extraction
without selection. It shows the average prediction for all features and the prediction rate from
Gabor filter set is 95.67% which is the highest result among the feature sets. Generally
speaking, the accuracy rates of other four feature filter sets (GLCM, Gaussian, Wiener and
Haralick) in average are above 90%. In addition, the other feature filter sets which has
accuracy rates above 80% is DWT, LoG, and Fractal. Conversely, using LBP features can
get the average accuracy rate at 60.46%. It is the lowest accuracy rate to identify the printed
sources. Overall, the Gabor features are superior to analyze text document for different
alphabet if feature selection is not applied.

Image document The steps to process the image document are similar to the operations of
text document where the results from the ten filters are tabulated in Table 10. The average
accuracy rates for all feature sets are above 90%. It can be seen that Gaussian feature set has
the lowest accuracy prediction (94.18%) for image documents. The LBP filters constantly have
the highest percentage compared with other filters. The data table shows the average prediction
for LBP filter is above 99%. The average percentage of prediction results by using GLCM,
LoG, Un-sharp, Wiener, Gabor, fractal, Haralick and LBP are above 95%. Conversely, the
classification result for both feature sets (DWT and Gaussian) is under 95%. Among those
feature sets, LBP feature sets achieve the highest accuracy ratios with the average percentage at
nearly 100% and the Gabor filter achieves the second.

3.3.3 Experiment III: using decision fusion

In this section, the feature selection is adopted for text and image data while there are total 306
features and the most important 222 features are selected. The experimental results are
tabulated in Table 11. The procedures of this experiment are similar to Experiment II and
briefly described below:

(1) 10 sets of images from image database of 12 printer sources are randomly generated for
text and image documents. In each set, there are 500 images which are selected from each
printer as training data and another 300 images for test data. The 10 set filters (GLCM,

Table 10 The accuracy prediction rates among different data sets for Lena, Peppers, Baboon and Wikipedia

Filter group Number of features Lena (%) Peppers (%) Baboon (%) Wikipedia of
Fig. 7 (%)

Average (%)

GLCM 22 97.50 99.72 97.30 99.10 98.41
DWT 12 96.43 95.82 89.60 95.19 94.26
Gaussian 21 96.56 99.34 83.56 97.26 94.18
LoG 21 94.70 97.37 95.87 97.21 96.29
Unsharp 21 95.48 97.72 94.57 97.37 96.29
Wiener 64 97.40 99.54 98.69 99.62 98.81
Gabor 48 99.25 99.93 99.59 99.92 99.67
Haralick 14 94.77 99.13 93.41 96.89 96.05
Fractal 24 96.78 97.91 97.87 97.02 97.40
LBP 59 99.98 100 99.99 100 99.99
All 306 99.84 99.89 99.89 99.90 99.88
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DWT, Gaussian, LoG, Unsharp, Wiener, Gabor, Haralick, Fractal features and LBP
features) are then calculated.

(2) The feature selection algorithm is executed by adding or removing one feature at a time
to find the optimum identification rate. The selection order during execution is recorded
to choose the most important features and applying the SVM engine to build the
prediction models using 306 features from each filter sets group.

(3) Using the recorded feature-selection order, the counter-based decision fusion algorithm is
used to decide the final top 222 selected features from the results of 10 tests

(4) Feed the test image subsets to the corresponding model trained in step 3 for the printer
source prediction.

(5) Repeat step 1 through 3 up to ten times to obtain the predicted results

3.3.4 Experiment IV: prediction comparison using different scanner resolution

Dot per inch (DPI) is used to describe the resolution number of dots per inch in a digital print
and the printing resolution of a hardcopy print. In general, printers with higher DPI can
produce clearer and more detailed output. On the other hand, the printed document will be
scanned to form the image data where the information content of the final image is determined
by the parameter “dots per inch” (dpi) of the optical flatbed scanner. Commercial flatbed
scanners allow a wide range of resolution (even thousands of dpi) while higher resolution
setting will generate larger file size. To make reasonable comparison for general applications,
the images using scanner resolution of 300 dpi and 600 dpi are studied in this experiment. The
confusion matrixes of identification for English character “e” results are shown in Tables 12,
13, 14, and 15 respectively. Apparently, the average identification accuracy rate at 600 dpi
(96.16% from Table 14) is higher than the one at 300 dpi (92.09% from Table 11) by all
features (306 features).

After adopting the feature selection to select the most important features, the average
accuracy rate by using 222 features (95.45% from Table 13) is better than the one using
all features (92.09% from Table 12) while the scanner resolution is 300 dpi. Under
similar situation, the average accuracy rate by 222 features (97.96% from Table 15) is
better than the one using all features (96.16% from Table 14) at 600dpi. Perceivably,
higher resolution of DPI values generally results higher accuracy rates due to more
detailed information is involved from the scanned images and the feature selection can
even achieve better identification precision.

Table 11 The accuracy prediction rates using feature fusion and selection for text and image documents

Text document Image document

Character All 306
features (%)

Selected 222
features (%)

Image All 306 features(%) Selected 222
features (%)

e 96.16 97.96 Lena 99.84 99.93
ج 98.77 99.43 Peppers 99.89 99.97
永 98.46 99.23 Baboon 99.89 99.98
シ 96.11 97.50 Wikipedia 99.90 99.94
Average 97.38 98.53 Average 99.88 99.96
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3.3.5 Experiment V: effect of font type and text size

The effect of different font type and text size is also investigated. There are two variation of
shape (type) and font size, the font type Arial with the size of 8, 10, 12, and 14 point and
Courier new with the size of 8, 10, 12, and 14 point for character ”ج“ by using all 306 features
and 222 selected features. Table 16 tabulates the accuracy rates of the classifiers on different

Table 12 The confusion matrix of identification results using 306 features for “e” at 300 DPI

Avg

92.09

Predicted (%)

1 2 3 4 5 6 7 8 9 10 11 12

Ac
tu

al

1 99.90 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00
2 5.87 92.53 0.00 0.00 0.40 1.20 0.00 0.00 0.00 0.00 0.00 0.00
3 2.37 0.00 95.20 0.00 0.00 0.00 0.00 0.03 2.30 0.00 0.00 0.10
4 1.70 0.00 0.13 92.23 0.00 0.00 0.03 1.53 3.40 0.30 0.00 0.67
5 4.07 0.40 0.10 0.00 94.27 0.90 0.00 0.00 0.27 0.00 0.00 0.00
6 2.63 0.07 0.00 0.00 0.40 96.90 0.00 0.00 0.00 0.00 0.00 0.00
7 0.33 0.00 0.00 0.00 0.00 0.00 94.57 0.80 2.13 0.50 1.47 0.20
8 0.10 0.00 0.37 0.03 0.00 0.00 2.97 74.00 20.17 1.60 0.03 0.73
9 0.20 0.00 0.33 0.00 0.00 0.00 0.80 4.37 94.30 0.00 0.00 0.00

10 0.53 0.00 0.00 0.20 0.00 0.00 6.33 3.17 1.47 84.40 3.50 0.40
11 1.17 0.00 0.00 0.00 0.00 0.00 2.90 0.07 0.00 0.53 95.33 0.00
12 1.37 0.00 0.00 0.27 0.00 0.00 3.20 0.70 2.27 0.77 0.00 91.43

Table 13 The confusion matrix of identification results using 222 features for “e” at 300 DPI

Avg

95.45

Predicted (%)

1 2 3 4 5 6 7 8 9 10 11 12

Ac
tu

al

1 99.93 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.00
2 0.10 98.60 0.00 0.00 0.37 0.93 0.00 0.00 0.00 0.00 0.00 0.00
3 0.57 0.00 98.13 0.00 0.00 0.00 0.00 0.00 1.30 0.00 0.00 0.00
4 0.57 0.00 0.27 95.60 0.00 0.00 0.00 0.77 2.10 0.13 0.00 0.57
5 0.47 0.53 0.00 0.00 98.63 0.20 0.00 0.00 0.17 0.00 0.00 0.00
6 0.13 0.23 0.00 0.00 1.10 98.53 0.00 0.00 0.00 0.00 0.00 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 96.30 0.47 1.60 0.23 1.00 0.40
8 0.00 0.00 0.30 0.00 0.00 0.00 2.63 80.00 15.70 0.83 0.03 0.50
9 0.00 0.00 0.30 0.00 0.00 0.00 0.60 4.63 94.40 0.00 0.00 0.07
10 0.00 0.00 0.00 0.10 0.00 0.00 3.30 1.73 0.77 91.53 2.13 0.43
11 0.23 0.00 0.00 0.00 0.00 0.00 1.73 0.00 0.00 0.70 97.23 0.10
12 0.03 0.00 0.00 0.13 0.00 0.00 1.37 0.67 0.57 0.70 0.00 96.53
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shape and dimension. For different scenarios, the accuracy rates generally increase while the
font size increases as shown in Table 16. For example, the accuracy rates for classifying 14
point text documents are better than those for 8 point text documents. Not only the image
dimension increases for font size but also the accuracy rates increase due to more detailed
information included.

Table 14 The confusion matrix of identification results using 306 features for “e” at 600 DPI

Avg

96.16

Predicted (%)

1 2 3 4 5 6 7 8 9 10 11 12

Ac
tu

al

1 99.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.30 0.00
2 0.00 96.37 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.00 3.60 0.00
3 0.13 0.00 97.80 0.07 0.00 0.00 0.00 0.00 0.53 0.00 1.47 0.00
4 0.10 0.00 1.23 94.33 0.00 0.00 0.00 0.13 1.07 0.17 1.73 1.23
5 0.33 0.03 0.00 0.00 98.83 0.00 0.00 0.00 0.03 0.00 0.77 0.00
6 0.17 0.00 0.00 0.00 0.00 98.93 0.00 0.00 0.00 0.00 0.90 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 94.70 0.90 0.87 0.33 3.20 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.07 88.83 8.63 0.27 2.03 0.17
9 0.03 0.00 0.03 0.00 0.00 0.00 0.20 4.23 93.90 0.07 1.50 0.03
10 0.00 0.00 0.00 0.00 0.00 0.00 1.17 0.93 0.93 94.03 2.77 0.17
11 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.67 99.13 0.00
12 0.00 0.00 0.00 0.13 0.00 0.00 0.07 0.17 0.50 0.47 1.37 97.30

Table 15 The confusion matrix of identification results using 222 features for “e” at 600 DPI

Avg

97.96

Predicted (%)

1 2 3 4 5 6 7 8 9 10 11 12

Ac
tu

al

1 99.83 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.00
2 0.00 98.57 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 1.23 0.00
3 0.07 0.00 99.20 0.13 0.00 0.00 0.00 0.00 0.07 0.00 0.53 0.00
4 0.03 0.00 0.77 97.03 0.00 0.00 0.00 0.07 0.73 0.07 0.60 0.70
5 0.00 0.00 0.00 0.00 99.77 0.00 0.00 0.07 0.00 0.00 0.17 0.00
6 0.03 0.00 0.00 0.00 0.00 99.83 0.00 0.00 0.00 0.00 0.13 0.00
7 0.00 0.00 0.00 0.00 0.00 0.00 98.00 0.60 0.70 0.27 0.43 0.00
8 0.00 0.00 0.00 0.00 0.00 0.00 0.23 92.40 6.30 0.10 0.50 0.47
9 0.00 0.00 0.00 0.00 0.00 0.00 0.13 4.03 95.60 0.03 0.17 0.03
10 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.57 0.63 96.63 1.30 0.27
11 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.33 99.47 0.00
12 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.27 0.33 0.13 99.17
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Even the rate for Arial 12 (98.67%) is slightly lower than the one for Arial 10 point (98.77%)
from Table 16 using 306 features and 222 features, the results are very close and compatible.
Accordingly, the average of accuracy rates using 306 features is 98.32% and the one applying 222
features is 99.08%.As expected, the implementation of decision fuscionmodel for feature selection
can effectively achieve higher classification outcomes than the one using all features.

3.3.6 Experiment VI: comparison of different CNNs network architecture

In order to compare the deep learning based classification system, the network structure will be
designed according to the amount of data and the complexity of the image content. It is not
necessary that more hidden layers included will accomplish higher accuracy results due to the
overfitting in the network. The design principle is not only to get a concise network architec-
ture for less training time but also to achieve high accuracy rate.

In this experiment, the network architecture has three different depths, either using 1, 2 or 3
convolutional layers respectively, and each convolutional layer will be equipped with ReLU
layer and pooling layer. Therefore, total 7 layer, 10 layer and 13 layer neural network models
are designed for comparison. The text image inputs include characters for Chinese, Japanese,
Arabic, and images including Lena, Peppers and Baboon. There are 500 training samples from
the images in each category for training and randomly selected 300 samples from the
remaining images as test samples. Each text and image of the experimental samples are sent
to the 7, 10 and 13 layer CNNs network (details in Table 3) for training, classified respectively
and the results are shown in Tables 17, 18, and 19.

According to Table 17, the highest accuracy rate is 2 conv CNNs for Chinese character “的”
at 98.29% and the lowest one is 88.81% for “文” at 1 conv CNNs. If increasing the
convolutional level for “文”, the accuracy rate can be raised up to 92.38%. In Table 18, the
highest accuracy rate for Japanese character is “あ” at 99.44% and the lowest one is 94.08% for
“ノ” for 1 conv CNNs. According to Table 19, the highest recognition rate for Arabic character
is 99.22% of “ ” and the lowest one is “95.08%” for ”ا“ for 1 conv CNNs. From above

Table 16 The average accuracy prediction rates based on different font type and size for character ”ج“

Font type Dimension Size 306 features (%) 222 features (%)

Arial 8 pt 43 × 43 2.90 kb 96.66 97.98
Arial 10 pt 51 × 51 3.64 kb 98.77 99.43
Arial 12 pt 59 × 59 4.50 kb 98.67 99.34
Arial 14 pt 67 × 67 5.50 kb 98.79 99.36
Courier New 8 pt 43 × 43 2.90 kb 97.93 98.71
Courier New 10 pt 51 × 51 3.64 kb 98.58 99.08
Courier New 12 pt 59 × 59 4.50 kb 98.53 99.38
Courier New 14 pt 67 × 67 5.50 kb 98.63 99.35
Average 98.32 99.08

Table 17 The accuracy rates for Chinese characters

1 conv (7 Layers) 96.75% 94.86% 97.67% 88.81%
2 conv (10 Layers) 98.06% 97.90% 98.29% 92.29%
3 conv (13 Layers) 95.28% 96.48% 97.67% 92.38%
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observation, the amount of strokes in text has significant influence during the classification and
the character with less strokes is much harder for classification even convolutional level
increased. However, the accuracy rates for different CNNs systems are extremely high for
image Lena, Peppers and Baboon in Table 20 since more complicated content of the image
provides more useful information for the neural network.

From the experimental data in Tables 17, 18, 19, and 20, it is clear that 7 or 10 layers CNNs can
achieve the highest accuracy rate for most of the text data. Since natural images contain more
complex texture than character text, it is understandable that more level of layer structure in CNNs
could extract better abstraction from the feature map. Therefore, 10 layer CNNs achieves the best
accuracy in Table 20. Consequently, this comparison suggests that different structure of CNNs
should be applied based on the complexity of input data.

3.3.7 Experiment VII: comparison of SVM based classification system and CNNs based
classification system for scanned images

It is an interesting topic to discover the performance behavior between the SVM based
classification system and CNNs based classification system. Table 21 tabulates the printer
source classification for Chinese character “永”, Japanese character “シ”, Arabic character ,”ج“
Lena, Peppers and Baboon images respectively. Since the feature based SVM system is
optimized for Arabic character ,”ج“ there is no doubt that the accuracy rates for ”ج“ are the
best among characters. Deep learning based system also achieves high accuracy rates for text
data and the difference is less than 1% in average for character“永”, and“シ”.

On the other hand, the SVM based system performs very well for Lena, Peppers and
Baboons, and the results for both systems are comparable. In most cases, 1 conv CNNs
structure based deep learning system can achieve better classification results for images than
text documents while the input is from scanned images.

3.4 Discussion

3.4.1 Performance evaluation

Currently, there are no standard benchmark tests of digital forensics for printer source
identification. To make fair comparison, the same experiments are performed for the proposed

Table 18 The accuracy rates for Japanese characters

ア あ シ し ノ の

1 conv (7 Layers) 97.86% 99.44% 96.08% 95.11% 94.08% 97.44%
2 conv (10 Layers) 96.94% 99.16% 95.47% 93.00% 91.61% 96.52%
3 conv (13 Layers) 94.72% 97.66% 93.08% 89.8% 87.91% 94.80%

Table 19 The accuracy rates for Arabic characters

ا ب ج ع م

1 conv (7 Layers) 95.08% 98.44% 98.47% 99.22% 98.72% 98.39%
2 conv (10 Layers) 94.00% 98.72% 98.89% 98.50% 97.97% 97.92%
3 conv (13 Layers) 82.58% 96.36% 96.61% 94.61% 97.06% 87.42%
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approach and the techniques from literatures and the results are shown in Figs. 12 and 13.
From Fig. 12, the accuracy rate of character “e” using our proposed method is 97.96%which is
better than the one from Mikkilineni’s algorithm [35], while Ferreira [8] achieved 97.60% that
is also compatible. The experiment results for text document of character “永”and “シ”are also
superior to the previous studies of [55, 56].

As we can see from Fig. 13, Ferreira [8] analyzed frame of image document of Wikipedia in
printer sources identification and attained 98.47%. Choi et al. [5] used GLCM and DWTwith
the 384 statistical features to extract image documents (Baboon, Lena, Peppers, etc.) for
identifying color laser printer. There are three kinds of experiments performed in [5]: the
brand identification test, the toner identification test and the model identification test. The
brand identification tests whether the algorithm can make a difference among different color
laser printer brands or vendors. In the toner identification test, whether the difference of the
color toners would make the difference in printed images or not is performed. The model
identification test checks whether the algorithm can discern among different color laser printer
models. In their experiments, 8 color laser printers from 4 different brands are used and they
achieved 88.75% accuracy for the model identification. In addition, Kim and Lee [23] also
identified color laser printer to analyze halftone images in the discrete Fourier transform (DFT)
domain where they got 94.4% accuracy rate. As shown in Fig. 13, the average accuracy rate of
our proposed method is 99.96% (using Lena, Pepper, Baboon, andWikipedia images) which is
superior to previous studies in image document evaluation. It demonstrates that our proposed
approach can achieve the best identification rates and the technique can effectively identify the
printer sources based on either text or image documents.

3.4.2 Paper quality

In Section 3.1, this study performs the pre-test which examines the influence of the paper and
the results conclude the use of different paper will affect the classification results. Different
types of paper have varied surface and structure which can be magnified by micro-scale
imaging for observation purpose [51]. The choice of paper can also influence the quality of
image and printed documents [49]. A printer will produce different image contingent on the

Table 20 The accuracy rates for Images

Lena Peppers Baboon

1 conv (7 Layers) 99.93% 99.91% 99.93%
2 conv (10 Layers) 99.97% 99.91% 99.96%
3 conv (13 Layers) 99.65% 99.75% 99.79%

Table 21 Comparison of feature based SVM classification system and CNNs based classification system for
scanned images

シ ج Lena Pepper Baboon

SVM(306 features) 98.46% 96.11% 98.77% 99.84% 99.89% 99.89%
SVM(222 features) 99.23% 97.50% 99.43% 99.93% 99.97% 99.94%
1 conv (7 Layers) 96.75% 97.88% 98.47% 99.93% 99.91% 99.93%
2 conv (10 Layers) 98.06% 94.64% 98.89% 99.97% 99.91% 99.96%
3 conv (13 Layers) 95.28% 72.32% 96.61% 99.65% 99.75% 99.79%
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orientation of the page because the paper surface may not be perfectly flat. Additionally, the
surface roughness of coated and uncoated papers influence the occurrence of print mottles
[20]. It means the absorption of ink and fountain solution cause non-uniformity of ink transfer
because of the surface roughness of paper [46]. The selection of paper will have strong impact
for printing properties including a huge variety of characteristics such as its particle, chemical
composition, and shape [19]. Accordingly, to avoid the influence of paper texture or color, the
same texture and color paper is used in printed document source identification which policy is
also adopted in previous study [8, 35, 55].

Fig. 13 Evaluation diagram of accuracy prediction rates for image document

Fig. 12 Evaluation diagram of accuracy prediction rates for text document
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3.4.3 ROI consideration

In Section 1, this research discusses several previous studies regarding how to implement the
intrinsic signatures for printer source identification. Since Toner particles are specifically
melted by the heat of the fuser, and are thus bonded to the paper. The electromechanical
imperfections in printing process will cause the toner variations in the development stage. Such
intrinsic texture signatures from the printer stuck on a paper document including shapes, sizes
and patterns authentically provide the substantial information as a guide for researchers to
distinguish and classify the printer sources. The information outside the printing area generally
contains only paper texture information or non-uniform motor drifting trace mark during the
printing process. Generally speaking, such signals are irrelevant and can be removed during
the feature extraction.

Figure 14 specifically demonstrates the observation with the visual illustration using LBP
features for character “e” and image document Lena. The texture pattern within the blank
space (the area between the inner red dotted line block and the outside black solid-line block)
is different from the texture within the red dot block for character “e” using LBP features.
However, the texture pattern using LBP features is quite consistent for the extracted block of
image Lena. Under such circumstances, great effort should focus on the ROI of text document
for the character itself where pattern recognition technique [37] can be applied to extract the
character itself for the accuracy improvement. Similar approach should be applied for image
document to avoid blank area for feature extraction. In brief, the selection of interested content
from printed document should be wisely considered and processed separately for text and
image to augment the influence of the region of interest for effective feature extraction.

3.4.4 Feature effectiveness

From Tables 9 and 10, the results show that different feature set yields different
identification accuracy rates for text and image document. For example, LBP features
are very suitable and promising features for image document. On the other hand, LBP
filters are not significantly superior to other filters in the classification for text docu-
ments. Similarly, Gabor, GLCM, and Wiener features showed stable and effective
accuracy rates for text and image documents which explains why many studies applied
GLCM filters [8, 33–36, 53, 55, 56] or DWT filters [5, 53, 55, 56] as the major
techniques for feature extraction. On the other hand, the performance comparison
between the usage of feature selection and all features is very close for image document.
Especially, LBP filter set along can almost achieve correct classification. Table 11

Text document
character e

LBP filters for
character e

Image Document
Lena

LBP filters for
Lena

(a) (b)

Fig. 14 The result of feature extraction using LBP features for (a) character “e” and (b) image document “Lena”
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summarized the accuracy rate prediction using feature fusion and selection for text and
image documents. For each document we tested, four characters (text document) and also
four image documents, have been classified. The average prediction results for text
document is 97.38% and 99.88% for image document while all 306 features are applied.
On the other hand, the accuracy prediction rate can be improved to 98.53% for text
documents and 99.96% for image documents when 222 selected features are implement-
ed. Since image patch block contains more texture information than the block from text
document, it is justifiable that the results for the image document are superior to the
results for the text document.

Nevertheless, it is very useful to use feature selection for better results since it is necessary
to explore more features in the future to enrich the feature sets and the proposed decision-
fusion model could effectively search the best features in digital forensics researches.

3.4.5 Computation analysis

Figure 15 illustrates the line graph for the classification computation time required in scanned
image for different characters and images by feature based SVM system. The time required for
both text and image documents are very close. For example, using all 306 features for
classification requires around 30 min. However, using selected 222 features for classification
needs around 20 min. According to Section 3.1’s description, the time expense is based on ten
times of training and testing in order to get the average results for classification. Therefore, in
average, one cycle of training and testing only need 2 min by selected 222 features.

The experimental system is using Intel i5-2400CPU @3.10GHz, Window 7 64-bit system
with 8G RAM. The whole computation software and hardware system could be further
optimized to speed up the entire processes.

On the other hand, CNN based computation generally requires higher level of computation
specification and graphics processing unit (GPU) is especially important. The experimental
system is using Intel i7-7700CPU @3.60GHz, Window 10 64-bit system with 16G RAM.

Fig. 15 Computation time for printer classification
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GPU is GeForce GTX 1070 with 8G RAM. Table 22 tabulates the simulation results for
Japanese character “あ” by different layer’s CNNs system. The training time is about 40 min
for 7 layer system and 76 min for 13 layer system. As expected, the testing time is much
shorter for CNNs based system than feature based SVM system. For example, the testing time
is only 17.727 s for 7 layer system and 22.428 s for 13 layer system.

Due to the limit of the currently research resources, both methods are implemented in
different computation systems. As mentioned above, the results in Fig. 15 and Table 22 just
demonstrate the computation requirement for the classification applications. The whole system
could be further improved for better hardware and software optimization. In addition, the cloud
computing could be implemented to share the computation load. It may also facilitate the
application for real-time identification using edge computing.

3.4.6 Accuracy analysis

Besides the discussion of the calculation requirement, the accuracy of the classification
capability for the identification system is more critical and concerted in real applications. By
averaging the results from Tables 21 and 23 respectively tabulates the comparison of the
forensic classification results for scanned images by two different systems, i.e. feature based
SVM system and deep learning system.

Feature based SVM system can achieve accuracy at 98.72% and CNNs can achieve
accuracy at 97.7% by 7 layer system for text scanned image. Both results still exists 1 %
difference. For Lena, Peppers and Baboon images, SVM based system can achieve average
accuracy at 99.95% and CNNs can achieve average accuracy at 99.95% by 10 layer system.
Both results are also comparable at high rates for image documents. Therefore, both systems
perform quite comparable for image documents but SVM based classification system still has
superior results to the outcomes from deep learning system for text documents.

In summary, even the feature based classification system generally relies on much of the
efforts from dedicated feature engineering, with prior expert domain knowledge, to select the
useful features. On the other hand, the advantage of deep learning reduces the human
intervention and the system can extract and organize the discriminative information from the
data automatically. If the initial classification decision is needed within limited time-span, it is
still beneficial to use existing important features for classification in order to retrieve the best
accuracy under constrained situation.

3.4.7 Different deep learning structure

Since the breakthrough in 2012 ImageNet competition [44], Deep Neural Network (DNN)
emerges as a prominent technique for object detection and image classification at large scale.
Several other DNNs with increasing complexity have been submitted to the challenge in order

Table 22 Comparison of computation time for Japanese character “あ” by different layer’s CNNs

1 conv
7 layers

2 conv
10 layers

3 conv
13 layers

Training time 2436 s 3915 s 4588 s
Classification rate
(Testing time)

99.44%
(17.727 s)

99.16%
(20.315 s)

97.66%
(22.428 s)
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to achieve better performance. For example, AlexNet [25] had a very similar architecture as
LeNet by LeCun et al. [26] but was deeper, with more filters per layer, and with stacked
convolutional layers. The GoogLeNet [50] used a CNN inspired by LeNet but implemented a
novel element which is dubbed an inception module. This module is based on several very
small convolutions in order to drastically reduce the number of parameters. VGGNet [48]
consists of 16 convolutional layers and is very appealing because of its very uniform
architecture. Residual Neural Network (ResNet) by He et al. [13] introduced a novel archi-
tecture with “skip connections” and features heavy batch normalization.

In general, those highly acclaimed deep learning algorithms are basically designed for
computer vision and image recognition with large scale labelled data samples. However, the data
size of printed sources are basically small scale since the digital data need to be printed, scanned,
extracted and tagged for reference, and huge human involvement is required. Therefore, it is still
an issue whether the deep learning algorithms are suitable for digital forensic. Besides, extra time
and works are needed to seek the best parameter settings for the deep learning structures. Since
many advanced and complicated deep learning structures are generally based on CNN, the
authors had implemented the model, build the structure step by step, and fine tune the parameters
to get the highest accuracy for printer source identification in this study. Hence CNN model is
feasible for forensic study, future researchers could applied above mentioned DNN model like
GoogLeNet, VGGNet, ResNet or new structures to validate their feasibility, and improve their
performance for digital forensics of printer source identification.

4 Conclusion

This study focused on the investigation of digital forensics for text and image document that are
printed from different printer. Ten feature filter sets with 306 features are utilized by the proposed
decision-theoretical model for implementation. The method emphasized on fusion of five feature
selection techniques to get the most important features for the best identification accuracy rate
using SVM classification of machine learning approach. Due to the influence of texture and color
from printed paper, it is necessary to apply the same quality paper during the analysis in order to
make fair comparison. By conducting experiments with different parameters, the proposed
solution can differentiate printer sources efficiently which are all superior to the existing methods.
Compared with the up-to-date technology based on deep learning, the proposed approach can
achieve the best performance for input either text or image documents. For deep learning
classification system, it performs comparable for image documents but the results are still inferior
to the feature based SVM system for text document. While time is constrained, it is still valuable
to use existing known good feature filters for initial classification and retrieve the decision with
high accuracy. In summary, the proposed decision-theoretical model can be very efficiently
implemented for real world digital forensic applications.

Table 23 Comparison of average classification accuracy

Classification rate Text Image
Scanned image Scanned image

SVM 98.72% 99.95%
CNNs 97.7%

(7 layer)
99.95%
(10 layer)
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Regarding the future research, it is a continuous work to explore more useful features to
expand the feature space. Feature based SVM classification and deep learning based system
should be further investigated and optimized for universal applications. In addition, the
efficient pattern recognition technique for text recognition can be involved for ROI partition
for either text or image document. New research direction for cancer classification of medical
image is creating new avenues for the development in early cancer detection. Importantly,
early detection has advantages to determine the appropriate treatment to avoid the risk of errors
for the patients. The techniques developed in this study could be leveraged into medical fields.
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Appendix: Formulas of feature filters

Brief description of the formulas for ten feature filter sets is shown below:

Feature
Filter

Image quality Measures Formula

GLCM Region of interest
R (ROI)
GLCM

R ¼ ∑
1

i; jð Þ∈ROI
GLCM i; jð Þ ¼ 1

∑
i; jð Þ

Img i; jð Þ Img i; jð Þ

where (i, j) indicates the spatial location of image. Img (i, j)
is the probability from location (i, j).

DWT Dilation
3 wavelet functions

Ψ(H)(x, y), Ψ(V)(x, y), and Ψ(D)(x, y),
When the wavelete function is sparable by
f(x, y) = f1(x), f2(y), then these functions rewritten to
ϕ(x, y) =ϕ(x), ϕ(y)
Ψ(H)(x, y) =Ψ(x), ϕ(y)
Ψ(V)(x, y) =ϕ(x), Ψ(y)
Ψ(D)(x, y) =Ψ(x), Ψ(y)
whereΨ(H)(x, y),Ψ(V)(x, y), and Ψ(D)(x, y) are called

horizontal, vertical, and diagonal wavelets
Gaussian G (x, y)is Gaussian matrix element at

position (x, y)
G x; yð Þ ¼ 1

2πσ2 e
− 1
2πσ2

where G (x, y)is Gaussian matrix element at position
(x, y), σ is the standard deviation.

LoG Log(x, y) is the high-frequency
Laplacian filter

Log x; yð Þ ¼ − 1
πσ4 1− 1

πσ4
� �

e−
1

πσ4

Unsharp fs(x, y) is the sharped imaged from
unsharp mask

f s x; yð Þ ¼ f x; yð Þ− f x; yð Þ
where f x; yð Þis a blured version of f(x, y)

Wiener H(u, v)is function of Wiener filter g(x, y) = f(x, y) + n (x, y)

H u; vð Þ ¼ P f u;vð Þ
P f u;vð Þþσ2

Where σ2is variance from the noise in Eqs. (9), Pf(u, v)is
the signal power spectrum

Gabor sx& sy are the variance along x and y
axis, f is the frequency of sinusoidal
function and θ is the orientation of
Gabor function

G x; yð Þ ¼ f 2

πγη exp − f 2

πγη

� �
expð j2π f x0þ ϕ)

x′ = x cos(θ) + y sin(θ)
y′ = y cos(θ) − x sin(θ)
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Haralick Angular second moment
Contrast
Correlation
Sum of squares (variance)
Inverse different moment
Sum average
Sum varince
Sum entropy
Entropy
Difference variance
Difference entropy
Info. measure of correlation 1
Info. measure of correlation 2
Max. correlation coefficient

∑i∑jp(i, j)
2

∑Ng−1
n¼0 n

2 ∑Ng

i¼1∑
Ng

j¼1p i; jð Þ
n o

; i− jj j ¼ n
∑i∑ j ijð Þp i; jð Þ−μxμy

σxσy

∑i∑j(i − μ)2p(i, j)
∑i∑ j

i
1þ i− jð Þp p i; jð Þ

∑2Ng

i¼2 ipxþy ið Þ
∑2Ng

i¼2 i− f sð Þ 2pxþy ið Þ−∑2Ng

i¼2 pxþy ið Þlog pxþy ið Þ
n o

−∑i∑jp(i, j) log(p(i, j))
variance of px − y(i)

−∑Ng−1
i¼0 px−y ið Þlog pxþy ið Þ

n o

HXY−HXY 1
max HX ;HYf g
1−exp −2:0 HXY2−HXYð Þ½ �ð Þ12
HXY1 = −∑i∑jp(i, j) log(p(i, j))
where HX and HY are the entropies of px and py,
HXY1 = −∑i∑jp(i, j) log {px(i)(p)y(j)}, and

HXY2 = −∑i∑jpx(i)py(j) log {px(i)(p)y(j)}
(the second largest eigenvalue of Q)1/2

where Q i; jð Þ ¼ ∑k
p i;kð Þp j;kð Þ
px ið Þpy kð Þ

Fractal Δ(x, y): fractal feature vector Δ x; yð Þ ¼ 1;f 0; if ∃ x
0
; y

0
� �

∈N4 x; y½ �; Ib x
0
; y

0
� �

¼ 0∧

Ib x
0
; y

0
� �

¼ 1; otherwise

where N4[x, y],is the set of pixels that are 4-connected to
(x, y) from the image. Δ(x, y) uses the value 1 if the
pixel at position (x, y) in the binary image Ib(x′, y′) that
has the value 1 and having one neighboring pixel with
the value 0. Otherwise, Δ(x, y) takes the value 0.

LBP LBPP, R(xc, yc) LBP features where P
sampling points on a circle of R radius

LBPP;R xc; ycð Þ ¼ ∑P−1
p¼0s gp−gc

� �
2ps xð Þ ¼ 1; ifx≥0;f

0; otherwise:
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