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Abstract With the widespread use of the Internet and the rapid development of digital
technologies, copyright protection of multimedia content has become an important issue.
Among the available technologies, digital watermarking techniques are regarded as a
solution to the property right protection for multimedia resources. To evaluate the perfor-
mance of a visible watermarking technique, robustness and perceptual translucence are two
essential criteria for the watermark applications. In order to get the best trade-off between the
embedding energy of a watermark and perceptual translucence, this study presents a
technique named ICOCOA (innovated content and contrast aware) by exploiting the contrast
sensitivity function (CSF) and noise reduction of human vision system in the wavelet
domain. Another novel idea of this work is to propose the innovated CSF masking (I-
CSF) curve which provides better weight perception where a game-theoretic architecture can
be leveraged to determine the best I-CSF masking for the watermarked image. The exper-
imental results demonstrate that the proposed approach not only provides a good translucent
quality of the watermark but also achieves the robustness against the common image
processing operations.

Keywords Copyright protection . Contrast SensitivityFunction (CSF) .Digitalwatermarking .

HumanVisual System (HVS) . Noise Visibility Function (NVF) .Wavelet

1 Introduction

In recent years, due to the advancement of digital technologies and rapid communication
network deployment, digital images can be widely distributed and duplicated on the Internet
or via other digital devices. There is an urgent demand for techniques to protect the digital
data sources and to prevent unauthorized duplication or tampering. Various techniques
including watermarking have been introduced in effort to deal with these increasing
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concerns. Therefore, digital watermarking technology has emerged as an effective
solution to protect the digital content from unauthorized copying, since it makes
possible by embedding the secret information in the digital content for the identifica-
tion of the copyright owner [7].

Different watermarking methods have been proposed to protect copyright ownership and
they can be classified into two categories: spatial domain and transform domain techniques.
In spatial domain methods of [12, 36], the watermark is achieved by directly modifying the
pixel values of the host image. In transform domain schemes of [17, 22, 33], the host image
is first converted into frequency domain by using transformation methods such as the
Discrete Cosine Transform (DCT), Discrete Fourier Transform (DFT) or Discrete Wavelet
Transform (DWT), etc. The watermark is then scaled and embedded in the transformed
coefficients to obtain the watermarked image after inverse transform. Among these methods,
spatial domain methods are simple and fast, but are not robust against attacks. In compar-
ison, transform domain based watermarking techniques are more robust and suitable for
many applications [22, 27].

On the other hand, the visible watermarking is an active way to protect copyrights; it not
only discourages pirating and prevents attempts of copyright violations but also recognizes
the ownership of multimedia resources directly. This type of digital watermarks is immedi-
ately viewable without any mathematical calculation but it has encountered the problems of
easy detection of watermark location and watermark removal attack.

Many researchers have proposed various visible watermarking schemes to protect copy-
rights. From the literature survey, Chen [5] used a statistic approach to develop a visible
watermarking mechanism in the pixel domain. Chen et al. [6] described an approach for
adaptive visible watermarking based on the analysis of the threshold value of the image
using Otsu’s threshold to select the best embedding strength of the watermark at a particular
position. An et al. [2] developed a pragmatic framework for RRW (robust reversible
watermarking) via clustering and EPWM (enhanced pixel-wise masking). Huang et al.
[13] proposed a UVW (unseen visible watermarking) schemes which auxiliary information
can be delivered without any overhead deployment. Their approach is to deliver auxiliary
information visually, not for printed document. However, visible watermarking technique
should be applied for printed publications which will be the focus in this study. On the other
hand, histogram-based lossless data embedding [10] is secure for copyright protection
if side information transmission is available. Feature-based image watermarking
scheme [11] which aims to survive various geometric distortion also have attracted
attention for researchers.

Tsai and Liu [27] proposed a wavelet-based image watermarking to improve the perfor-
mance of image watermarking by human visual system (HVS) model and neural networks.
First, they derived the allowable visibility ranges of the HVS in a wavelet-transformed image
and they exploited the ranges to compute the adaptive embedding strengths of the water-
mark. Artificial neural network (ANN) technique is later applied to memorize the relation-
ships between the original wavelet coefficients and its watermark version. Consequently, the
trained ANN is utilized for estimating the watermark without the original image. Huang and
Tang [14] presented a contrast sensitive visible watermarking scheme with the assistance of
HVS. They calculated the contrast sensitive function (CSF) mask from discrete wavelet
transform domain and used a square function to determine the mask weights for each sub-
band. At last, they adjusted the embedding weights based on the block classification of the
texture sensitivity of HVS. Tsai [25] leveraged Huang and Tang’s study [14] to utilize the
contrast-sensitive function, noise visible function of perceptual model, and fine tune the
basis function amplitudes of DWT coefficients for the best quality of perceptual translucence
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and noise reduction. After thorough surveys, above mentioned techniques still need to
set thresholds to avoid too much watermark energy in the low frequency bands [14,
25]. In brief, the previous works have partially resolved the following issues but not
all of them:

& Translucence: The embedded watermark pattern should not visually interfere with the
host image which can still remain high image fidelity.

& Clarity and unobtrusiveness: Since the applications of visible watermarking are often
limited to content browsing or previewing, content viewers are annoyed at degraded
visual quality. Therefore, the embedded patterns should be unobtrusive and identifiable
perceptually which are resistant to possible attacks. However, the robustness of
watermarking and quality of the digital content are generally conflicted with each other.

Therefore, how to resolve the above issues and determine the best trade-off between the
intensity of embedded watermark and the perceptual translucence for visible watermark is
becoming a subject of importance [14, 18, 25–28]. The goal of this paper is to present an
innovated visible watermarking algorithm named ICOCOA (Innovated COntent and COn-
trast Aware) with a novel contrast sensitivity function masking for wavelet based
watermarking method which considers the characteristics in different frequency domain.
The organization of this paper is as follows. Section 2 introduces the related method of CSF
and NVF. In section 3, we will give the detailed description of the proposed ICOCOA
watermarking technique. Sections 4 and 5 will present simulation results with discussion and
conclusions respectively.

2 Background

For the visible watermarking applications, robustness and translucence are the most impor-
tant elements in the watermarking techniques, but unfortunately they are in confliction with
each other. Human Visual System (HVS) is the key factor in providing the good translucence
of the watermarked image and better robustness [14, 25, 26]. HVS research offers the
mathematical models about how humans see the world and psychovisual studies have shown
that human vision has different sensitivity from various spatial frequencies (frequency sub-
bands). In this study, the HVS by using the CSF and NVF is integrated and will be explained
in brief as following:

2.1 CSF (Contrast Sensitive Function)

Mannos and Sakrison [18] originally presented a model of the CSF for luminance (or
grayscale) images is given as follows:

Hðf Þ ¼ 2:6� 0:192þ 0:114� fð Þ � e� 0:114�fð Þ1:1 ð1Þ

where f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fx
2 þ fy

2
q

is the spatial frequency in cycles/degree of visual angle (fx and fy are

the spatial frequencies in the horizontal and vertical directions, respectively). Figure 1(a)
depicts the CSF curve which characterizes luminance sensitivity of the HVS as a function of
spatial frequency. According to the CSF curve, we can see that the HVS is most
sensitive to normalized spatial frequencies between 0.025 and 0.125 and less sensitive
to low and high frequencies.
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Fig. 1 a Luminance of contrast sensitive function. bDWTCSFmaskwith 11 uniqueweights after five-level wavelet
pyramidal decomposition. rλ,θ(βλ,θ) values for each level λ are indicated at the center of each band
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CSF masking [3, 16] is one way to apply the CSF in the discrete wavelet domain. CSF
masking refers to the method of weighting the wavelet coefficients relative to their perceptual
importance. In [3], the DWTCSFmask utilizes the information in all of the approximation sub-
bands as well as all of the detail sub-bands to yield 11 unique weights in the mask. All of the
weights are normalized so that the lowest weight is equal to one. The 11 weights of DWT CSF
mask are shown in Fig. 1(b) after 5-level wavelet pyramidal DWT decomposition and the HVS
is most sensitive to the distortion in mid-frequency regions (level 3) and sensitivity falls off as
the frequency value drifts on both sides (level 1, 2, 4 and 5). The square function in [14] is
applied to approximate the effect of CSF masking. The adequate modulation rate βλ,θ for each
sub-band is determined by:

bλ;θ ¼ 0:01þ 7:20� rλ;θ
� �2

7:202
ð2Þ

where rλ,θ represents the wavelet coefficient CSF of the perceptual importance weight for each
sub-band where λ(=1, 2, 3, 4, 5) denotes the decomposition level and θ(=1, 2, 3, 4, 5) is the
orientation.

2.2 NVF (Noise Visibility Function)

Alexander et al. [1] presented a stochastic approach based on the computation of a NVF that
characterizes the local image properties and identifies texture and edge regions. This allows us
to determine the optimal watermark locations and strength for the watermark embedding stage.
The adaptive scheme based on NVF calculated from stationary GG model is superior to other
schemes, which is defined as follows:

NVFx;y ¼ wx;y

wx;y þ σ2I
ð3Þ

where wx;y ¼ g η gð Þ½ �g= rx;y
�� ��2�g

and σ2
I is the global variance of the original image. η gð Þ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

* 3=gð Þ=* 1=gð Þp
, *ðsÞ ¼ R1

0 e�uus�1du (gamma function) and rx;y ¼ Ix;y�I x;y
σI

, γ is the shape

parameter and rx,y is determined by the local mean and the local variance. For most of real
images, the shape parameter is in the range 0.3≤γ≤1. In our scheme, the estimated shape
parameter for γ=0.65, and width of window is 1.

Next section, we will further clarify the goal of the study and describe the proposed
ICOCOA watermark algorithm.

3 The proposed ICOCOA watermarking scheme

In order to improve the performance of watermarks in practice and provide an adaptive
watermarking technique without threshold settings in different discrete wavelet domain, we
not only develop a suitable perceptual weighting of wavelet coefficients based on traditional
CSF which can resolve the problem of complex threshold settings but also propose a novel
watermarking scheme named ICOCOAwhich leverages the knowledge of CSF and NVF for
providing the good perceptual significance of visible watermark. The details will be
explained in the following.

Multimed Tools Appl (2014) 72:1311–1340 1315



3.1 I-CSF (Innovated CSF)

The property of CSF is the fundamental spatiochromatic measure of the HVS while HVS is
more sensitive in mid-frequency regions. Therefore, the principle of watermark embedding
is to embed low intensity of visible watermark in high sensitivity regions and vice versa. In
addition, the perceptual quality of the watermarked image will be affected directly by the
low frequency signals during the embedding process. Consequently, less watermarked
energy should be embedded in the wavelet coefficients of the LH, HL and HH sub-bands
of the low and middle wavelet decomposition level (level 5, level 4 and level 3). According
to such observation, we can draw the inverse CSF curve as shown in Fig. 2 which can help
us to design a suitable watermark weighting curve.

Moreover, we found that the square function curve applied in [14, 25] dose not match the
perfect inverse CSF curve as shown in Fig. 2 so they suddenly have a problem that they need
to set certain thresholds to avoid adding too much energy in the low DWT frequency
domains. In order to solve this issue and obtain the better watermarked image for HVS that
contains the characteristics of robustness and translucence, we use the interpolation method
to construct the innovated CSF masking to improve the HVS model for better image quality.
From above discussion, we have proposed an innovated CSF masking (I-CSF), which is
defined in formula (4).

I�CSF ¼ I� HðfÞð Þ � f d ð4Þ
where f is the approximation frequency value that is estimated from [14]. H(f) is calculated
by Eq. (1) and δ is the watermark weighting factor. In Fig. 2, we observe that the proposed
curve of δ=0.5 has high sensitivity weighting in the low DWT frequency that will cause the
acute problem of image quality degradation. On the other hand, the embedded patterns will

Fig. 2 Different weight perceptual curves of inverse CSF, square function and proposed curves

1316 Multimed Tools Appl (2014) 72:1311–1340



not be perceptually identifiable for δ=1.5. Therefore, the best watermark weighting param-
eter for δ is decided at 0.7 which will be explained in details in section 4.1.

Figure 3 illustrates the corresponding coefficients of the I-CSF masking values of δ=0.7
in different DWT level and orientation.

3.2 The ICOCOA watermarking embedding algorithm

We thus present a technique, ICOCOA, to tackle the challenges so that performance of
visible watermarking can be improved. ICOCOA algorithm leverages the study of [25] and
Fig. 4 illustrates the flow chart of ICOCOA watermarking scheme. The watermark embed-
ding procedures are briefly described as following steps.

Step 1 The watermark is embedded in the wavelet coefficients of the luminance Y, thus the first
step of our algorithm is the conversion of the RGB color space into the YCrCb color
space. A lot of watermarking schemes embed data in the luminance/intensity due to the
fact that the Human Visual System (HVS) uses most of its bandwidth on perceptual
brightness. This is the general approach for color watermarking. Since [14, 25] also
adopted this approach, this research follows the rule to make the fair comparison.

Step 2 By using Bi9/7 filter from [34], compute the 2-D wavelet coefficients of the luminance
Y component from original color image and grayscale logo watermark image. In this
paper we have chosen a wavelet decomposition on L=5 resolution levels.

Step 3 The watermark is embedded in the wavelet coefficients of the LH, HL and
HH sub-bands of the different wavelet decomposition level. Therefore, we

1.0000.651

0.651

0.258 0.397

0.077 0.077

HL1

HH1LH1

HH2LH2

HL2HH3LH3

HL3

0.077

0.077

0.008

0.258

0.063

0.063
0.077

0.077

0.000

Fig. 3 The I-CSF masking with 11 unique weights after five-level wavelet pyramidal decomposition
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will modify the DWT coefficients of the host image by using the following
equation:

Iwx;y ¼ aλ;θ � Ix;y þ bλ;θ þ NVFx;y

� �� wx;y ð5Þ
where (x,y) indicates the spatial location. I and w are the decomposed wavelet co-
efficients of the original image and the logo watermark image.αλ,θ and βλ,θ are scaling
and embedding factors which are defined as below. NVFx,y is defined in formula (3).

aλ;θ ¼ 1� 0:7bλ;θ ð6Þ

bλ;θ ¼ 1� NVFx;y

� �� I�CSFð Þ ð7Þ
where I-CSF masking is calculated by Eq. (4) and shown in Fig. 3.
Step 4 Inverse transform the DWT coefficients of the original image and convert YCrCb

color coefficients into RGB color space to obtain the watermarked image.

4 Experiments

Experiments are designed to evaluate the performance of ICOCOA comprehensively and
objectively. We have tested the proposed visible watermarking algorithm on a number of

Original Image

Color-space
Conversion

(RGB to YCrCb)

DWT

Logo
Watermark

Image

I-CSF

+

Y

IDWT
And Color-space

Conversion
(YCrCb to RGB)

Watermarked Image

Watermark
Embedding

DWT

α , β

IPerceptual
Stochastic

Model

I

NVF w

Iw

Fig. 4 The flow chart of ICOCOA visible watermarking algorithm
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images by using the widely available color images from USC image database [29] and the
experimental images of dimensions 512×512 are shown in Fig. 5 for comparison purpose.
The grayscale logo watermarks adopted in the experiments are shown in Fig. 6 where
Fig. 6(a) is NCTU logo (school logo) and Fig. 6(b) is IIM logo (department logo).

The detailed analyses are categorized as follows:

4.1 Decision for the watermark weighting value δ

In order to further obtain the perceptual translucence of a clear watermark and find the
suitable I-CSF masking values for visible watermarking, δ has been estimated and deter-
mined as 0.7 by using game-theory architecture [26, 28] where people can clearly identify
the copyright ownership since the embedded patterns are unobtrusive.

The detailed description of the game-theoretic architecture for visible watermarking is as
following:

& Players:

There are two players in the visible watermarking game: the encoder player and the
attacker player.

& Strategies/Actions:

The encoder’s strategies are six different δ values (δ=0.0, δ=0.5, δ=0.7, δ=1.0, δ=1.2,
and δ=1.5). The attacker’s actions are 11 different ratio of JPEG2000 compression and the
meaning of compression ratio like 0.01 represents 100:1 between the uncompressed image
and compressed image. Other settings from 0.10 to 0.02 are with the same operation.

& The constraints:

The main requirements of the visible watermarking are the acceptable image quality and the
clarity of the embedded patterns for both watermarked image and attacked watermarked image.
If the image quality is not satisfactory, the receiver will not accept it and will ask the encoder to

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5 Test images (a) Lena (b) Lake (c) Peppers (d) Baboon (e) Tiffany (f) F16 (g) House (h) Splash
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resend the image. On the other hand, the attacker player cares the erasure or destruction of the
watermark with the acceptable image quality. Here a μ value represents the acceptable image
quality which is defined in Eq. (8) as the average value of attacker’s payoff function in different
strategies and actions.

μ ¼
1

N�M � PN
n¼1

PM
m¼1

f2 n;mð Þ ; if μ > 0:5

0:5 ; otherwise

8<
: ð8Þ

where N is the encoder’s strategies (six different δ values) and M is the attacker’s actions (11
different ratios of JPEG2000 compression).

& Payoffs:

The payoff function f1 of encoder player is defined as a function of the strategy profiles e
m

(quality assessment metric) and e5 (correlation) as shown in Eq. (9)

f1 d; ratio
� � ¼

W1 � 1

4
�
X4
m¼1

emd; ratio � min em:; ratio

� �
Max em:; ratio

� �� min em:; ratio

� �

þW2 �
e5d; ratio � min e5:; ratio

� �
Max e5:; ratio

� �� min e5:; ratio

� �
ð9Þ

where

emd;ratio ¼ quality assessment metric I ; Iwð Þmd;ratio

e5d;ratio ¼ correlation Iw � Ið Þ;wð Þd;ratio
Note: em represents image visual quality metric where e1 is PSNR (Peak Signal to Noise

Ratio), e2 is VSNR (Visual Signal to Noise Ratio), e3 is MSSIM (Mean Structural Similarity

(a) (b)

Fig. 6 Two watermark images (a) NCTU logo (b) IIM logo
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Metric) and e4 is NQM (Noise Quality Measure). The appendix section explains the visual
quality metrics PSNR, VSNR, MSSIM and NQM in details. W1 and W2 are the weighting
parameters for image quality and the robustness of watermark respectively in Eq. (9). Here
we assume the watermark robustness plays an important role for the payoff function so we
set W2=0.6 and W1 =0.4.

I is the original host image
w is the logo watermark
Iw is the watermarked image

The payoff function f1 is actually a normalized operation from image visual quality metric
and correlation in order to get a balanced function value. The encoder’s best response
function is f1

� ¼ argmax f1 �;ratioð Þ .
From attacker player point of view, the image visual quality values between the

watermarked image and the attacked watermarked image is critical since the attacker expects
the lowest image quality after watermark attack. Hence, the payoff function of attacker
player, f2 can be defined as Eq. (10)

f2 d; ratio
� � ¼ 1

4

� �
�
X4
n¼1

end; ratioð Þ �min end;:ð Þ
� 	

max end;:ð Þ
� 	

�min end;:ð Þ
� 	 ð10Þ

where

enð d; ratio Þ ¼ quality assessment metric I w ; I
0
wð Þnd;ratio

Note: en represents image visual quality metric where e1 is PSNR, e2 is VSNR, e3 is
MSSIM and e4 is NQM.

Iw is the watermarked image
I′w is the attacked watermarked image

The attacker’s best response function is f2
� ¼ argmin f2 d;:ð Þ .

& Equilibrium Condition

Here we adopt the concept of the Nash equilibrium and analyze the strategies/actions of
the players in the system. If there exists a solution profile f *1 ; f

*
2

� �
where f *1 ; f

*
2

� � ¼
argmax f1 :;ratioð Þ

� �
; argmin f2 d;:ð Þ

� �� �
, we can say f *1 ; f

*
2

� �
is an equilibrium condition result

of the game-theoretic architecture for visible watermarking.
Since we need to find the suitable I-CSF masking for the watermark weighting value δ, the

Lena image is tested thoroughly under the game-theoretical approach where IIM logo image of
Fig. 6(b) is used as the watermark. The visual quality comparison for different δ values of Lena
image is illustrated in Fig. 7. We observe that the intensity of watermark pattern is too apparent
on the watermarked image of Fig. 7(a.1) (δ=0.0) and Fig. 7(b.1) (δ=0.5) where the PSNRvalues
are below 30 dB. On the other hand, the watermark pattern is too obscure for Fig. 7(e.1) (δ=1.2)
and Fig. 7(f.1) (δ=1.5) where the PSNR values are high but the logo watermark cannot be easily
identified. To further investigate the effect of δ values, Table 1 tabulates payoff function values
for watermarked Lena image under JPEG2000 attack and the best δ is 0.7 under the game-
theoretic system. Noticeably, the images of Fig. 7(c.1) and Fig. 7(c.2) does achieve better image
quality than others. Similar results are obtained for different host images and the performance is
quite alike for δ=0.7. Therefore, δ=0.7 will be applied for the rest of the experiments.
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4.2 Visual quality comparison

In order to make a fair comparison with the method from [14, 25], it is better to
embed the same watermark for the same cover image. However the watermark used in
[14] is not available, we embed the logo watermark from Fig. 6 to make the best
effort for performance comparison. The performance analysis can be categorized as
follows:

4.2.1 Image quality measure

Image quality measure has become crucial for the most image processing applications. It can
evaluate the numerical errors between the original image and the tested image. Several
image quality measure metrics have been developed for incorporating the texture sensitivity
of the HVS [23]. However, in the real world there is yet no universal standard for an
objective assessment of image quality. For generalization purpose, we adopt several com-
mon image quality metrics for evaluating ICOCOA method, such as PSNR, VSNR, MSSIM
and NQM. The image quality metrics will also be used in the payoff function of game-
theoretic architecture and the codes are available at MeTriX MuX Visual Quality Assess-
ment Package [19].

(a.1) (a.2) (b.1) (b.2)

(c.1) (c.2) (d.1) (d.2)

(e.1) (e.2) (f.1) (f.2)

Fig. 7 The visual quality comparison for different δ value of watermarked Lena images. (a.1), (b.1), (c.1),
(d.1), (e.1) and (f.1) are watermarked Lena images for δ=0, 0.5, 0.7, 1.0, 1.2, 1.5 respectively. (a.2), (b.2),
(c.2), (d.2), (e.2), and (f.2) are close-up images of (a.1), (b.1), (c.1), (d.1), (e.1), and (f.1) respectively. The
PSNRs of (a.1), (b.1), (c.1), (d.1), (e.1), and (f.1) are 17.43 dB, 28.86 dB, 32.52 dB, 36.21 dB, 37.67 dB and
39.11 dB respectively
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The tabulated results from Table 2 disclose that ICOCOAwatermarking scheme has superior
performance than [14] and [25] for most of the image quality measures. This denotes that the
fidelity of images from our method is superior to the traditional CSF based methods objectively.
Even the PSNR results from ICOCOA are slightly less than Tsai’s method [25], it is widely
known that PSNR is themathematical statistic which only calculates mean square errors between
the original and tested images and the PSNR values do not reflect the image fidelity consistently.
We have notice this fact and we believe that ICOCOA provides an adaptive embedding
algorithm in different subbands to reduce the threshold settings which can achieve better image
quality objectively. From Table 2, the results of visual quality metric VSNR, MSSIM and NQM
support such observation and the ICOCOA achieves the highest values than others.

4.2.2 Visual quality comparison

We compare the visual quality of the watermarked images for ICOCOA algorithm with Huang
and Tang’s [14] and Tsai’s [25] methods. From Figs. 8, 9, and 10, the proposed method has the
closest luminance maintenance compared with the original ones which are shown clearly and
unobtrusive from the photos. The watermarked images by using [14] and [25] have more bright
effect in the unmarked areas. For example, Fig. 8(a), (e), (i) illustrate the original cover images
of Lena, Lake and F16 from [29] by embedding NCTU logo of Fig. 6(a), the results of
watermarked images from [14] and [25] are compared with the proposed approach and the
results are in Fig. 8(b), (c), (d), (f), (g), (h), (j), (k), (l). Similar illustration, Fig. 9(a), (e), (i)

Table 2 Performance summaries of different watermarked color images for both NCTU and IIM logo images

Image Watermark PSNR value (dB) VSNR value (dB) MSSIM value NQM value (dB)

A A(2) A(3) B(1) B(2) B(3) C(1) C(2) C(3) D(1) D(2) D(3)

Lena NCTU 26.9 31.6 29.2 17.0 21.9 23.9 0.93 0.94 0.94 14.9 21.0 22.5

Lake NCTU 26.2 30.8 28.3 19.0 24.3 26.7 0.94 0.95 0.95 16.2 22.0 23.6

Peppers NCTU 26.8 31.4 28.9 17.7 22.5 24.3 0.93 0.94 0.94 16.9 22.7 24.0

Baboon NCTU 27.1 30.2 26.3 15.9 19.9 21.1 0.95 0.96 0.96 12.6 18.6 20.0

Tiffany NCTU 28.3 32.0 29.0 12.8 16.7 18.0 0.91 0.93 0.93 8.7 14.3 15.5

F16 NCTU 28.7 31.6 28.6 15.5 19.6 21.4 0.91 0.93 0.93 13.6 19.1 20.5

House NCTU 28.2 31.0 28.1 15.9 20.0 21.8 0.93 0.95 0.95 13.1 18.9 19.9

Splash NCTU 25.6 31.3 29.2 18.8 24.6 26.4 0.88 0.91 0.91 13.7 19.3 20.1

Lena IIM 26.8 32.7 32.5 15.7 21.9 23.0 0.92 0.95 0.95 13.9 20.2 20.9

Lake IIM 26.0 31.7 31.3 18.0 24.2 26.3 0.93 0.96 0.96 15.2 21.4 22.3

Peppers IIM 26.8 32.5 32.1 16.6 22.5 23.9 0.92 0.96 0.95 15.8 22.0 22.7

Baboon IIM 27.2 31.0 28.1 15.2 20.4 21.4 0.94 0.97 0.97 11.5 17.7 18.1

Tiffany IIM 27.6 32.9 31.8 11.6 17.0 17.7 0.89 0.94 0.94 7.8 13.5 14.0

F16 IIM 28.0 32.4 31.7 14.2 19.5 20.6 0.89 0.94 0.94 12.5 18.1 19.0

House IIM 27.7 32.0 30.9 15.0 20.3 21.5 0.92 0.95 0.95 12.1 18.2 18.7

Splash IIM 25.7 32.4 32.6 17.9 24.5 25.5 0.86 0.93 0.93 12.5 18.6 18.6

A, B, C and D are image quality metric of PSNR, VSNR, MSSIM and NQM respectively

(1) is Huang and Tang’s method [14]

(2) is Tsai’s method [25]

(3) is the proposed ICOCOA approach
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illustrate the original cover images of Lena, Lake and F16 from [29] by embedding IIM logo of
Fig. 6(b), the results of watermarked images from [14] and [25] are compared with the proposed
approach and the results are in Fig. 9(b), (c), (d), (f), (g), (h), (j), (k), (l).

To further compare the details from the watermarked images, Fig. 10(a), (e), (i) are the close-
ups of original images. Figure 10(b), (f), (j) are the close-ups of Fig. 8(b), (f), (j) by using [14]’s
method. Figure 10(c), (g), (k) are the close-ups of Fig. 8(c), (g), (k) by using [25]’s method.
Figure 10(d), (h), (l) are the close-ups of Fig. 8(d), (h), (l) by using our proposed method. It is
very clear that the watermark’s edges and thin lines are blurred and obtrusive in those images by
using the method of [14] and [25] but the watermark patterns in our method still has sharp edge
and the logo watermark is evidently embedded. The experimental results indicate that our
visible ICOCOAwatermarking scheme not only corresponds with a better image quality than
the approach of [14, 25] but also provides clear identification of the owner pattern.

4.2.3 JPEG2000 Compression attack

The robustness of the proposed visible watermark technique should be tested for compres-
sion attack. JPEG2000 compression is one of the common compression attacks on digital
images. For JPEG2000 compression, software from [15] is adopted as the compression tool.
Figure 11(f), (l), (r) are the close-up of watermarked images after JPEG2000 compression by
ICOCOA method. It is apparent that the logo pattern is still evidently existed and

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 8 The visual quality comparison of original and watermarked images by embedding NCTU logo of Fig. 6(a).
a, e, i are original Lena, Lake and F16 images respectively. b, f, and j are watermarked images by themethod of [14].
c, g, and k are watermarked images by the method of [25]. d, h, l are watermarked images by the ICOCOAmethod
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recognized. The values of image quality measures before and after the JPEG2000 compres-
sion are tabulated in Table 3. The compression ratio is 100:3 between the uncompressed
image and compressed image. There are three rows for the test images. The “before” row
means that the image quality measure values are compared between the original image and
the watermarked image. The “after” row means the values of image quality measure are
compared between the original image and the attacked watermarked image. The “after(wm)”
row means the image quality measure values are compared between the watermarked image
and the compressed watermarked image (attacked image). From Table 3, the visual image
quality measures of VSNR, MSSIM and NQM after attacked are better than those of method
[14] and [25]. In the mean time, the PSNR results are still listed for comparison purpose.

To further investigate the attack effect of compression, the visual difference can be
illustrated by the close-up comparison in Fig. 11. We observe that the watermark patterns
after compression for Fig. 11(f), (l) and (r) are still with sharp edges and the logo watermark
can be clearly and easily identified.

4.2.4 Median filtering attack

To further verify the robustness of digital watermarking, the Median filtering attacks of
StirMark [24] was performed. Here we illustrate the 7×7 median filtering attack for the

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 9 The visual quality comparison of original and watermarked images by embedding IIM logo of
Fig. 6(b). a, e and i are original Lena, Lake and F16 images respectively. b, f, and j are watermarked images
by the method of [14]. c, g, and k are watermarked images by the method of [25]. d, h, l are watermarked
images by the ICOCOA method
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demonstration purpose. The performance summaries before and after the median filtering are
tabulated in Table 4. The “before” row, the “after” row and the “after(wm)” row of Table 4
are with the same definition in Table 3.

From Table 4, the visual image quality measures of VSNR, MSSIM and NQM after
attacked are better than those of method [14] and [25]. To further investigate the attack effect
of filtering, the visual difference can be illustrated by the close-up comparison in Fig. 12.
While we observe that the watermark patterns after 7×7 median filtering for Fig 12.(a), (b),
(c) and (g), (h), (i) carefully, we can notice that only Fig. 12.(f)and (l) are still with visible
edges and the logo watermark can be clearly and easily identified. For example, the white
edge between English letter “E” and “S” in the logo is preserved for Fig. 12(f) and (l) but not
for Fig. 12.(d), (e) and (j), (k).

4.2.5 Image recovery and watermark removal attack (ICA)

To further examine ICOCOA’s robustness, we have implemented the method of watermark
removal attack [21] for verification purpose. Figure 13 illustrates the results of the image
recovery attack by the proposed algorithm. In Fig. 13, the logo pattern still exists after the
removal attack. The performance summaries before and after the watermark removal attack
are tabulated in Table 5. The "before" row, the "after" row and the "after(wm)" row of
Table 5 are with the same definition in Table 3.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 10 The visual quality comparison of close-ups for Lena, Lake and F16 images. a, e and i are original
images. b, f, j are watermarked images by the method of [14]. c, g, k are watermarked images by the method
of [25]. d, h, l are watermarked images by the ICOCOA method
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(p) (q) (r)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Fig. 11 The visual quality comparison of close-ups for Lena, Lake and Peppers images. a, g and m are
watermarked images by the method of [14]. b, h and n are watermarked images by the method of [25]. c, i and
o are watermarked images by the ICOCOA method. d, j and p are watermarked images by the method of [14]
after JPEG2000 compression. e, k and q are watermarked images by the method of [25] after JPEG2000
compression. f, l and r are watermarked images by the ICOCOA method after JPEG2000 compression
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Table 3 Performance summaries of different watermarked color images before and after JPEG2000 for both
NCTU and IIM logo images

Image Watermark PSNR value
(dB)

VSNR value
(dB)

MSSIM value NQM value
(dB)

A
(1)

A
(2)

A
(3)

B
(1)

B
(2)

B
(3)

C
(1)

C
(2)

C
(3)

D
(1)

D
(2)

D
(3)

NCTU
logo

Lena Before 26.9 31.6 29.2 17.0 21.9 23.9 0.93 0.94 0.94 14.9 21.0 22.5

After 24.5 26.8 26.3 17.6 21.3 21.9 0.91 0.93 0.93 14.8 20.6 21.5

After(wm) 28.3 28.2 27.2 26.4 26.5 24.2 0.97 0.97 0.95 26.9 27.7 26.1

Lake Before 26.2 30.8 28.3 19.0 24.3 26.7 0.94 0.95 0.95 16.2 22.0 23.6

After 23.1 25.0 24.9 19.5 22.2 22.4 0.91 0.92 0.92 16.0 21.1 21.9

After(wm) 26.2 26.4 25.8 24.6 25.1 24.4 0.95 0.95 0.94 24.4 25.7 24.9

Peppers Before 26.8 31.4 28.9 17.7 22.5 24.3 0.93 0.94 0.94 16.9 22.7 24.0

After 24.5 26.7 26.1 18.7 22.0 22.7 0.91 0.93 0.93 16.9 22.1 23.0

After(wm) 28.3 28.1 27.2 27.5 27.3 24.8 0.97 0.97 0.96 28.6 28.7 27.7

Baboon Before 27.1 30.2 26.3 15.9 19.9 21.1 0.95 0.96 0.96 12.6 18.6 20.0

After 20.8 21.6 21.5 13.0 14.4 14.9 0.85 0.87 0.88 11.7 16.0 16.6

After(wm) 22.6 23.2 23.7 15.0 15.8 16.5 0.89 0.90 0.91 17.0 18.2 19.0

Tiffany Before 28.3 32.0 29.0 12.8 16.7 18.0 0.91 0.93 0.93 8.7 14.3 15.5

After 25.5 27.2 26.1 13.4 16.1 16.5 0.89 0.91 0.91 8.6 13.7 14.4

After(wm) 28.5 28.4 27.6 20.9 20.9 19.5 0.97 0.96 0.95 19.3 19.7 18.5

F16 Before 28.7 31.6 28.6 15.5 19.6 21.4 0.91 0.93 0.93 13.6 19.1 20.5

After 25.3 26.6 25.8 15.9 18.3 18.7 0.89 0.92 0.92 13.4 18.4 19.1

After(wm) 27.9 27.8 26.7 22.8 22.6 21.2 0.96 0.96 0.95 23.0 23.5 22.8

House Before 28.2 31.0 28.1 15.9 20.0 21.8 0.93 0.95 0.95 13.1 18.9 19.9

After 24.2 25.4 24.9 16.0 18.1 17.8 0.90 0.93 0.92 12.8 18.1 18.0

After(wm) 26.6 26.8 26.0 20.9 21.6 20.3 0.95 0.95 0.94 21.1 22.6 21.4

Splash Before 25.6 31.3 29.2 18.8 24.6 26.4 0.88 0.91 0.91 13.7 19.3 20.1

After 24.0 27.2 26.5 19.2 23.9 25.4 0.86 0.89 0.88 13.6 18.8 19.0

After(wm) 29.2 28.9 28.0 31.5 31.7 28.2 0.97 0.97 0.95 27.4 26.8 24.5

IIM logo Lena Before 26.8 32.7 32.5 15.7 21.9 23.0 0.92 0.95 0.95 13.9 20.2 20.9

After 24.4 27.1 27.1 17.0 22.1 22.5 0.90 0.94 0.94 13.8 20.0 20.5

After(wm) 28.4 28.5 28.6 26.8 27.3 28.0 0.97 0.97 0.97 26.7 27.7 27.7

Lake Before 26.0 31.7 31.3 18.0 24.2 26.3 0.93 0.96 0.96 15.2 21.4 22.3

After 23.0 25.1 25.3 19.0 22.5 23.0 0.89 0.93 0.93 15.0 20.6 21.1

After(wm) 26.3 26.6 27.1 24.7 25.4 25.8 0.95 0.95 0.95 24.1 25.1 25.5

Peppers Before 26.8 32.5 32.1 16.6 22.5 23.9 0.92 0.96 0.95 15.8 22.0 22.7

After 24.4 27.0 27.0 18.0 22.9 23.2 0.90 0.94 0.94 15.8 21.8 22.2

After(wm) 28.4 28.5 28.7 28.0 27.9 28.5 0.97 0.97 0.97 28.8 29.3 29.6

Baboon Before 27.2 31.0 28.1 15.2 20.4 21.4 0.94 0.97 0.97 11.5 17.7 18.1

After 20.8 21.7 21.6 12.8 14.6 15.1 0.84 0.88 0.88 10.5 15.8 15.9

After(wm) 22.6 23.4 24.6 15.2 16.2 16.8 0.90 0.91 0.92 17.0 19.2 19.7

Tiffany Before 27.6 32.9 31.8 11.6 17.0 17.7 0.89 0.94 0.94 7.8 13.5 14.0

After 25.1 27.4 27.1 12.6 17.0 17.0 0.87 0.92 0.92 7.7 13.2 13.5

After(wm) 28.6 28.7 28.9 21.7 21.9 22.7 0.97 0.97 0.97 19.8 19.6 20.8

F16 Before 28.0 32.4 31.7 14.2 19.5 20.6 0.89 0.94 0.94 12.5 18.1 19.0
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Even we have known that PSNR values do not reflect the image fidelity consis-
tently, the values are still listed for comparison purpose in Table 5. From Table 5, we
can see that ICOCOA provides an adaptive embedding algorithm in different
subbands to reduce the threshold settings and achieves better image quality objective-
ly. The results of visual quality metric VSNR, MSSIM and NQM support such
observation and the ICOCOA accomplishes the highest values than others for images
under watermark removal attack. Therefore, the robustness of ICOCOA against
inpainting attack is superior to other techniques.

Other attacks from [24] are also preformed and the experimental results are
consistent with the above findings which indicate our visible watermarking scheme
has better visual effect with high visual image quality values than other schemes like
[14] and [25]. StrirMark [24] is a widely used attack tool which includes many
different attacks such as add_noise, test_convfilter and so on. In summary, an inten-
sive comparison for proposed ICOCOA technique has been illustrated above and we
can conclude that the proposed ICOCOA method is more robust with better image
quality than the algorithm of [14] and [25].

4.3 Discussion and future researches

There are several issues that the authors would like to address in this session.

& Analysis of different attack actions under game-theory architecture

Currently we only use JPEG2000 compression attack for the estimation of δ value
under the game-theory architecture, other attack actions may apply different δ in
order to get the best selection of Nash equilibrium condition. Even we have tried
several different attacks which results similar selection of δ, this topic could be
further investigated as the future research in order to get the more generalized

Table 3 (continued)

Image Watermark PSNR value
(dB)

VSNR value
(dB)

MSSIM value NQM value
(dB)

A
(1)

A
(2)

A
(3)

B
(1)

B
(2)

B
(3)

C
(1)

C
(2)

C
(3)

D
(1)

D
(2)

D
(3)

After 24.9 26.7 26.6 15.2 18.8 19.4 0.87 0.92 0.93 12.2 17.7 18.4

After(wm) 28.0 28.2 28.3 23.3 23.6 24.1 0.97 0.97 0.96 22.9 24.8 24.2

House Before 27.7 32.0 30.9 15.0 20.3 21.5 0.92 0.95 0.95 12.1 18.2 18.7

After 24.0 25.5 25.5 15.4 18.4 18.6 0.89 0.93 0.93 11.9 17.4 17.6

After(wm) 26.6 27.1 27.5 21.0 21.9 22.4 0.96 0.96 0.96 21.5 22.7 23.2

Splash Before 25.7 32.4 32.6 17.9 24.5 25.5 0.86 0.93 0.93 12.5 18.6 18.6

After 24.0 27.5 27.8 18.6 24.7 25.3 0.84 0.91 0.91 12.4 18.2 18.2

After(wm) 29.3 29.3 29.3 32.3 32.9 33.7 0.98 0.98 0.98 27.5 27.9 28.2

A, B, C and D are image quality metric of PSNR, VSNR, MSSIM and NQM respectively

(1) is Huang and Tang’s method [14]

(2) is Tsai’s method [25]

(3) is the proposed ICOCOA approach
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Table 4 Performance summaries of different watermarked color images before and after 7×7 median filtering
for both NCTU and IIM logo images

Image Watermark PSNR value
(dB)

VSNR value
(dB)

MSSIM value NQM value
(dB)

A
(1)

A
(2)

A
(3)

B
(1)

B
(2)

B
(3)

C
(1)

C
(2)

C
(3)

D
(1)

D
(2)

D
(3)

NCTU
logo

Lena Before 26.9 31.6 29.2 17.0 21.9 23.9 0.93 0.94 0.94 14.9 21.0 22.5

After 20.4 22.2 22.7 14.7 17.4 17.7 0.89 0.91 0.92 14.3 19.4 20.4

After(wm) 23.2 24.0 22.7 18.7 17.0 18.6 0.95 0.93 0.92 23.5 17.6 23.9

Lake Before 26.2 30.8 28.3 19.0 24.3 26.7 0.94 0.95 0.95 16.2 22.0 23.6

After 19.4 20.9 21.4 14.4 15.9 16.3 0.86 0.89 0.89 15.1 18.9 19.6

After(wm) 21.9 22.2 21.7 16.3 15.6 17.3 0.92 0.91 0.90 21.3 17.8 22.0

Peppers Before 26.8 31.4 28.9 17.7 22.5 24.3 0.93 0.94 0.94 16.9 22.7 24.0

After 20.1 22.0 22.6 14.5 16.7 17.1 0.91 0.93 0.94 16.1 20.3 20.9

After(wm) 23.4 24.0 22.6 18.2 16.9 18.2 0.96 0.95 0.94 23.3 19.2 23.9

Baboon Before 27.1 30.2 26.3 15.9 19.9 21.1 0.95 0.96 0.96 12.6 18.6 20.0

After 17.8 18.6 18.9 8.4 9.3 9.5 0.73 0.74 0.75 12.2 15.9 16.5

After(wm) 19.4 19.7 20.2 9.4 9.5 10.3 0.78 0.76 0.79 16.9 12.9 19.1

Tiffany Before 28.3 32.0 29.0 12.8 16.7 18.0 0.91 0.93 0.93 8.7 14.3 15.5

After 22.4 22.5 22.4 11.8 14.4 14.4 0.87 0.90 0.91 7.9 11.2 11.6

After(wm) 22.7 21.6 22.5 15.2 13.1 15.2 0.94 0.92 0.91 13.1 10.2 13.4

F16 Before 28.7 31.6 28.6 15.5 19.6 21.4 0.91 0.93 0.93 13.6 19.1 20.5

After 20.9 21.5 21.5 11.7 12.9 13.2 0.86 0.90 0.91 12.4 15.8 16.5

After(wm) 21.9 21.7 21.7 14.1 13.1 14.3 0.94 0.92 0.91 17.6 14.9 18.6

House Before 28.2 31.0 28.1 15.9 20.0 21.8 0.93 0.95 0.95 13.1 18.9 19.9

After 15.6 20.3 20.6 10.5 11.6 11.9 0.85 0.87 0.88 10.9 13.9 14.5

After(wm) 21.0 21.1 21.1 12.4 11.9 13.0 0.91 0.89 0.89 14.6 13.1 16.4

Splash Before 25.6 31.3 29.2 18.8 24.6 26.4 0.88 0.91 0.91 13.7 19.3 20.1

After 19.9 22.3 23.0 16.4 19.8 20.2 0.86 0.91 0.92 13.4 18.2 18.6

After(wm) 23.5 24.6 22.9 21.3 19.1 22.0 0.97 0.94 0.93 21.8 16.2 22.0

IIM logo Lena Before 26.8 32.7 32.5 15.7 21.9 23.0 0.92 0.95 0.95 13.9 20.2 20.9

After 20.5 22.3 22.7 14.2 17.4 17.6 0.88 0.91 0.92 13.7 19.1 19.7

After(wm) 23.3 23.7 23.4 18.9 16.7 19.7 0.95 0.93 0.95 23.7 16.7 24.6

Lake Before 26.0 31.7 31.3 18.0 24.2 26.3 0.93 0.96 0.96 15.2 21.4 22.3

After 19.6 21.0 21.3 14.2 15.9 16.2 0.85 0.89 0.89 14.4 18.6 19.2

After(wm) 21.9 22.0 22.3 16.4 15.6 17.5 0.92 0.91 0.93 21.4 17.0 22.4

Peppers Before 26.8 32.5 32.1 16.6 22.5 23.9 0.92 0.96 0.95 15.8 22.0 22.7

After 20.3 20.1 22.6 14.1 16.8 16.9 0.89 0.94 0.94 15.2 20.1 20.4

After(wm) 23.1 23.8 23.3 18.2 16.7 18.5 0.97 0.95 0.96 23.3 18.2 24.3

Baboon Before 27.2 31.0 28.1 15.2 20.4 21.4 0.94 0.97 0.97 11.5 17.7 18.1

After 17.9 18.6 18.9 8.4 9.3 9.4 0.72 0.75 0.75 11.1 15.3 15.8

After(wm) 19.5 19.6 20.7 9.7 9.6 10.4 0.78 0.77 0.81 17.2 12.6 19.5

Tiffany Before 27.6 32.9 31.8 11.6 17.0 17.7 0.89 0.94 0.94 7.8 13.5 14.0

After 22.5 22.6 22.3 11.2 14.1 14.1 0.85 0.90 0.91 7.1 10.8 11.0

After(wm) 22.7 21.4 23.2 15.5 12.9 15.6 0.94 0.91 0.94 13.0 9.6 13.5

F16 Before 28.0 32.4 31.7 14.2 19.5 20.6 0.89 0.94 0.94 12.5 18.1 19.0
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understanding of the best weights in different DWT level and orientation for the
watermarked images.

& The wavelet filter selections

2-D DWT for the watermarking is quite effective since the technique carries out as a
separable transformation by cascading two 1-D transformations in the vertical and horizontal
directions. Since JPEG2000 is also using this approach to compress the images, using non-
separable wavelet filters could generate non-directional robustness and this issue can be
further investigated for the visible watermarking algorithms.

& The weighting parameters

The weighting parameters W1 and W2 in Eq. (9) are 0.4 and 0.6 respectively in this study
which are obtained empirically. We can use them flexibly during human objective evaluation
under the game-theoretic security system. Therefore, the sensitivity of parameters between
the original image, watermarked image and attacked image can be calculated by the analysis
of variance (ANOVA) technique in order to get the systematic influence values of the
correlation coefficients.

& The quality assessment metrics

Four advanced quality assessment metrics with equal weighting are utilized in this study
for the payoff functions of Eqs. (9) and (10) under the game-theoretic architecture. Since
there are no universal criteria for the best selection of image quality assessment metrics, this
is still an open issue which is worth further study.

& Complexity of ICOCOA with the Human Vision System

The computation complexity of ICOCOAwith the Human Vision System is low from the
view of mathematical analysis. The whole complexity should be discussed for wavelet
transform, I-CSF and NVF calculation, respectively [25].

Table 4 (continued)

Image Watermark PSNR value
(dB)

VSNR value
(dB)

MSSIM value NQM value
(dB)

A
(1)

A
(2)

A
(3)

B
(1)

B
(2)

B
(3)

C
(1)

C
(2)

C
(3)

D
(1)

D
(2)

D
(3)

After 21.0 21.5 21.5 11.2 12.9 13.0 0.85 0.90 0.91 11.4 15.3 16.0

After(wm) 22.0 21.5 22.4 14.0 13.0 14.5 0.95 0.92 0.94 17.5 14.1 18.8

House Before 27.7 32.0 30.9 15.0 20.3 21.5 0.92 0.95 0.95 12.1 18.2 18.7

After 19.7 20.4 20.5 10.3 11.5 11.8 0.83 0.87 0.88 10.2 13.6 14.1

After(wm) 21.0 20.9 21.7 12.4 11.8 13.0 0.91 0.89 0.91 14.9 12.7 16.6

Splash Before 25.7 32.4 32.6 17.9 24.5 25.5 0.86 0.93 0.93 12.5 18.6 18.6

After 20.1 22.4 23.0 16.1 19.8 19.8 0.84 0.92 0.92 12.3 17.8 17.6

After(wm) 23.5 24.4 23.6 21.4 18.9 22.6 0.97 0.93 0.96 21.8 15.1 22.7

A, B, C and D are image quality metric of PSNR, VSNR, MSSIM and NQM respectively

(1) is Huang and Tang’s method [14]

(2) is Tsai’s method [25]

(3) is the proposed ICOCOA approach
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 12 The visual quality comparison of close-ups for F16 and house images. a and g are watermarked
images by the method of [14]. b and h are watermarked images by the method of [25]. c and i are watermarked
images by the ICOCOA method. d and j are watermarked images by the method of [14] after 7×7 median
filtering. e and k are watermarked images by the method of [25] after 7×7 median filtering. f and l are
watermarked images by the ICOCOA method after 7×7 median filtering
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 13 The visual quality comparison for Lena and Baboon images. a and g are watermarked images by the
method of [14]. b and h are watermarked images by the method of [25]. c and i are watermarked images by the
ICOCOA method. d and j are watermarked images by the method of [14] after ICA attack. e and k are
watermarked images by the method of [25] after ICA attack. f and l are watermarked images by the ICOCOA
method after ICA attack
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Suppose the synthesis filters are h (low-pass) and g (high-pass) for wavelet transform.
Take |h|=2N, |g|=2M, and assume M≥N. The cost of the standard algorithm for CDF 9/7
filters [30] is 4(N+M)+2 and could be sped up by the lifting algorithm in [9] to 2(N+M+2).
The computation of wavelet transform is linear time mathematics.

On the other hand, I-CSF masking is employed to apply the CSF in the DWT domain,
and the associated perceptual weighting function can be pre-calculated for each subband as
shown in Fig. 1(b). Therefore, the complexity of I-CSF implementation in ICOCOA
becomes the coefficient multiplication from the look-up table. This can be efficiently done
in linear-time.

Regarding the complexity of NVF, η(γ) and gamma function can be pre-calculated by the
look-up table when the shape parameters decided. r(i, j) in Eq. (3) is determined by the local
means and the local variance which are related to the window size. The complexity of local
means and variance is O(l2), when l (=2 L+1) is the window size. In this study, the window
size for L=1 is 3×3. Besides, the global variance is obtained for each wavelet subband, and
there are 15 subbands after 5 level wavelet decomposition. The total amount of calculation
approximately equals to the image size (we can use static array to store the results). Thus,
global variance takes O(n2) computation and the overall time complexity for NVF is no more
than O(n2) (O(n2 l2+n2)≈O(n2)), since image width n is much larger than l.

From our simulation [25], the visible watermark embedding process of ICOCOA under
Intel Pentium 3.2 GHz, 1 G RAM will need less than 0.5 s to complete for 512×512 testing
images. In conclusion, results from the mathematical analysis and simulation show that the
ICOCOA complexity is low and suitable for practical applications.

& Different decomposition level of DWT

It is important to decide different weighting values for ICOCOA watermarking. Due to
the fact that 9/7 filters [30] are widely accepted, 5 level of DWT decomposition is selected
since the basic function amplitudes for a 5-level 9/7 DWT [34] is optimized with less
quantization noise. Therefore, its coefficients are utilized for the simulation in this study. In
addition, the decomposition level of [14] and [25] is also set at 5, this study adopts 5 level
DWT decomposition in order to make a fair comparison. In terms of different decomposition
level, it is possible to apply the cross-validation procedure [20] to select the best

Table 5 Performance summaries for watermarked Lena and Baboon images before and after Watermark
removal attack (ICA attack)

Method PSNR value (dB) VSNR value (dB) MSSIM value NQM value (dB)

Image A(1) A(2) A(3) B(1) B(2) B(3) C(1) C(2) C(3) D(1) D(2) D(3)

Lena Before 26.9 31.6 29.2 17.0 21.9 23.9 0.93 0.94 0.94 14.9 21.0 22.5

After 21.7 19.8 18.9 24.9 23.7 26.5 0.98 0.96 0.96 18.8 18.9 19.0

After(wm) 27.8 29.3 32.8 19.4 21.8 25.0 0.94 0.96 0.98 17.6 20.0 22.8

Baboon Before 27.1 30.2 26.3 15.9 19.9 21.1 0.95 0.96 0.96 12.6 18.6 20.0

After 20.9 19.0 18.2 22.4 22.0 24.0 0.96 0.96 0.96 15.7 17.9 18.3

After(wm) 31.3 34.9 42.3 22.1 26.7 33.7 0.98 0.99 0.99 19.4 23.5 27.9

A, B, C and D are image quality metric of PSNR, VSNR, MSSIM and NQM respectively

(1) is Huang and Tang’s method [14]

(2) is Tsai’s method [25]

(3) is the proposed ICOCOA approach

Multimed Tools Appl (2014) 72:1311–1340 1335



decomposition level and the best wavelet filter function based on the input signals, i.e., the
cover images. However, huge amount of computation will be required for individual image
if such a procedure is applied for each image. Hence, it will be time consuming and result
huge significant delay during the communication. Consequently, different parameters of
watermarking for each individual image will also create the side information individually.
Extra data storage space is needed to preserve those required information. Under such
circumstances, certain parameters could be pre-calculated for speedy computation in practice
which also makes the copyright protection efficiently.

5 Conclusion

In this study, a novel visible watermarking technique named ICOCOA which is based on
exploiting the contrast sensitivity function (CSF) and noise reduction of human vision system
has been proposed for the copyright protection. The innovated CSF masking (I-CSF) is
designed and fine tuned for watermark embedding which results significant improvement in
terms of the image quality, translucence and robustness of the watermarking. In order to
determine the best I-CSF masking for the watermarked image, we utilize the game-theoretic
architecture for the estimation of the watermark weighting value δ. On the other hand, the
contribution of I-CSF is providing better weight perception of wavelet coefficients with low
visual distortion for the visible watermark than square function of CSFmasking. In addition, the
ICOCOA technique can take away the threshold settings in the lowwavelet frequency bands for
better watermarked images and the translucent watermark pattern is clearly visible and unob-
trusive than traditional watermark algorithms. The experimental results demonstrate that the
proposed ICOCOAvisible watermarking scheme has achieved much better image quality than
other schemes in terms of the visual perception and robustness under attacks.
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Appendix

Formulas of image quality measures

Here are the brief descriptions of the image quality measures (IQM) formulas used for payoff
function in this study. Interested readers should refer the references for the detailed
information.

A.1. PSNR

PSNR is the most commonly used quality measure for reconstruction of lossy compression
codecs such as image compression, image distortion, and so on. The definition of PSNR is as
following:

PSNR ¼ 10log10 2552=MSE
� � ðA1Þ

where MSE is the mean square error between original and tested images.
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In general, typical values for the PSNR in lossy image are between 30 dB and
50 dB [35] and a higher PSNR means that the tested image is less degraded and
provides a higher image quality.

A.2. VSNR

VSNR, which quantifies the visual fidelity of distorted image. Given the original and
distorted images I and K, the proposed metric, which operates for both near-threshold and
supra-threshold distortions, estimates visual fidelity via two stages. In the first stage, contrast
detection thresholds are computed as described in [4]. If the distortions are below the
threshold of detection, the distorted image is deemed to be of perfect visual fidelity
(VSNR=∞), and then the algorithm terminates. If the distortions are supra-threshold, a
second stage is applied which estimates visual fidelity based on a measure of perceived
contrast and a measure of the extent to which the distortions disrupt global precedence.

A.3. MSSIM [32]

The definition of MSSIM is as following:

MSSIM X ; Yð Þ ¼ 1

M

XM
j¼1

SSIM xj ; yj
� � ðA3Þ

where X and Y are the reference and the distorted images respectively; xj, yj are the image
contents at the jth local window and M is the number of local windows in the image.

The SSIM metric is calculated on various windows of an image. The measure between
two windows of the size N×N, x and y are two nonnegative image signals. The definition of
SSIM is as following:

SSIM x; yð Þ ¼ 2μxμy þ C1

� �
2σxy þ C2

� �
μx

2 þ μy
2 þ C1

� �
σx

2 þ σy
2 þ C2

� � ðA4Þ

with
μx: the average of x;μy: the average of y;
σ2
x : the variance of x; σ

2
y : the variance of y;

σxy : the covariance of x and y;
C1 and C2 are two variables to stabilize the division with weak denominator. Typically, it

is calculated on window-sizes of 8×8.

A.4. NQM [8, 31]

The NQM is based on the Peli’s contrast and has shown better performance than the signal-
to-noise ratio (SNR), peak SNR (PSNR) and weighted SNR (WSNR).

In this quality measurement metric, a degraded image is modelled as an original image
that has been modelled as an original image that has been subjective to linear frequency
distortion and additive noise injection. These two sources of degradation are considered
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independent and are decoupled into two quality measures: a distortion measure (DM) of the
effect of frequency distortion, and a noise quality measure (NQM) of the effect of additive
noise. The NQM takes into account : (1) variation in contrast sensitivity with distance, image
dimensions; (2) variation in the local luminance mean; (3) contrast interaction between
spatial frequencies; (4) contrast masking effects. The DM is computed in three steps. First,
the frequency distortion in the degraded image is found. Second, the deviation of this
frequency distortion from an all-pass response unity gain is computed. Finally, the deviation
is weighted by a model of the frequency response of the human visual system.
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