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Abstract— Gender identification and age estimation can use 

the mandible bone on panoramic radiographs. The 

identification process using the system requires a segmentation 

stage. Mandibular segmentation is research that has been done 

a lot to get an accurate object result. The purpose of this study 

was to segment the mandible on a panoramic radiograph using 

transfer learning CNN (MobileNetV2, ResNet18, ResNet50). 

The CNN method has been done before, so we tried to use the 

CNN method to produce clear and complete mandibular 

segmentation results on panoramic radiographs. The dataset 

used to train the model was taken from the Dental Hospital, 

Airlangga University, Surabaya. There are thousands of 

datasets, and based on the criteria of a radiologist, the data used 

are 38 images. The best result of mandibular segmentation on 

panoramic radiographs is the MobileNetV2 method because the 

highest Jaccard mean value is 0.9522. 

Keywords— mandibular segmentation, panoramic 

radiograph, MobileNetV2, ResNet18, ResNet50. 

I. INTRODUCTION 

Gender identification can measuring the mandible on a 
victim. Gender identification can automatically using the app. 
One of the steps with segment the mandible of radiograph 
panoramic. Mandibular segmentation separates the mandible 
from the teeth on a panoramic radiograph [1]. Panoramic 
radiographic images have difficulty because the image 
intensity values are the same and heterogeneous. Previous 
studies have carried out mandibular segmentation, starting 
from conventional methods and based on deep learning. 
Several studies have attempted to develop segmentation 
methods to produce results that match the ground truth. 
Following are previous studies: Symmetric Convolutional 
Neural Network (SCNN) method to segment the mandible on 
CT scan images [2]. Another method used for mandibular 
segmentation on CT scanning is RCNNSeg [3], Fuzzy 
Connectivity [4], and CNN U-Net [5]. Another method used 
for segmentation in CBCT is the Conditional statistical shape 
model for segmenting the mandibular canal [6]; Super-voxels 
and graph clustering to segment the mandibular skull [7]; 
Recurrent SegUnet [8]; SASeg [9]. The conventional method 
that has been done previously is Active Contour for 
mandibular segmentation on panoramic radiographs [1], [10]. 

Previous studies, the segmentation process using the CNN 
method produced images that were like to ground truth. We 
tried to use the transfer learning Deep Learning CNN method 
from previous research to segment the mandible on panoramic 
radiographs, because previous studies have not yet segmented 
the mandible on panoramic radiographs using the CNN 
method. However, due to several previous studies using the 
CNN Neural Network method, the evaluation results were 
above 90% [2], [3], [5], [8], [9]. Therefore, this study aimed 
to segment the mandible using the Deep Learning CNN 
method (MobileNetV2, ResNet18, and ResNet50) and 
determine the mandibular segmentation results. 

II. RELATED WORK 

Mandibular segmentation has been done before to segment 
to help the treatment process in dentistry and the implant 
process. Several previous studies tried to find the correct 
method for segmenting the mandible. Table 1 describes 
several previous studies related to mandibular segmentation. 

TABLE I. STATE-OF-THE-ART OF THE MANDIBULAR SEGMENTATION 

Method Image Segmentation results 

Symmetric 

Convolutional 

Neural 
Network 

(SCNN) 

CT scan 

 
RCNNSeg CT scan 

 
Fuzzy 
Connectivity 

CT scan 
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U-Net CNN CT scan 

 
Conditional 
statistical 

shape model 

CBCT 

 
Super-voxels 

and graph 
clustering 

CBCT 

 
Recurrent 
SegUnet 

CBCT 

 
SASeg CBCT 

 
Active 

Contour 

Panoramic 

Radiography 

 
Transfer 
Learning 

CNN 

Panoramic 
Radiography 

 
 

III. MATERIALS AND METHODS 

A. Dataset 

Panoramic radiography (as in Fig. 1a) from the Academic 

Dental Hospital, Universitas Airlangga, Surabaya, with good 

quality and has been confirmed by a radiologist. In this 

research, the sample size used was 38 panoramic radiographs 

for testing [11], and 106 panoramic radiographs for modeling. 

The role of the radiologist is to select a dataset according to 

the selection criteria. Inclusion criteria: Patient age 19-72 

years; Radiographic quality is good, the anatomy of the 

mandible on the radiograph is clearly visible. Exclusion 

criteria: Unclear mandibular appearance, e.g., superimposed 

condylar and coronoid areas with other anatomic features; 

abnormalities in the mandible, e.g., growth disorders; 

tumors/cysts; or fracture. In addition, the role of the 

radiologist is to make ground truth of the mandible on 

panoramic radiographs. Ground truth (as in Fig. 1b) is the 

mandible's actual data, which has been segmented. The actual 

data is used as a reference for training the panoramic 

radiographic data to produce a model. The initial input image 

is the grayscale image as in Fig. 1a, the segmentation result 

as in Fig. 1b. The input image used in this research is an 

image size 224x224. The sample data has been tested like 

ethics by the Health Research Ethics Eligibility Commission 

(KKEPK) Faculty of Dentistry, Universitas Airlangga, 

Surabaya, with certificate number 

621/HRECC.FODM/XII/2021. Fig. 2 shows the 

representation of the number of datasets by gender. Fig. 3 

shows the representation of the number of datasets by age, 

ranging from 19-72. The total of data is 12 male and 26 

female, with an age range of 19-72 years. 

 
(a) 

 
(b) 

Fig. 1. (a) Panoramic radiography (b) Ground truth mandibular 

 

 
Fig. 2. Representation of dataset by gender 

 

|),(|
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TABLE II. CNN TRANSFER LEARNING CHARACTERISTICS 

Pretrained Size (MB) Parameters 

(Millions) 

Layers 

MobileNetV2 13 3.5 154 

ResNet18 44 11.7 71 
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ResNet50 96 25.6 177 

 

 
Fig. 3. Representation of dataset by age 

 

B. CNN Transfer Learning 

We propose a CNN transfer learning method 
(MobileNetV2, ResNet18, and ResNet50) to segment the 
mandible on panoramic radiographs, such as in Figure 4. The 
data used are panoramic radiographic images such as Figure 
1a, with a size of 224x224. The segmentation results in a 
binary image of the mandible, as shown in Figure 1b. The 
method of evaluating the segmentation results using Jaccard 
is Equation 1. A is the segmented image, and B is the 
mandibular ground truth. Each transfer learning 
(MobileNetV2, ResNet18, and ResNet50) has a different 
parameter value and many layers described in Table 2. The 
highest number of parameters is ResNet50. 

IV. RESULT AND DISCUSSION 

We tested the CNN transfer learning model 
(MobileNetV2, ResNet18, and ResNet50) on 5 panoramic 
radiographs (Table 3), and the segmentation results and 
Jaccard values are shown in Table 4, Table 5, and Table 6. 
Table 7 describes the average results of Jaccard each transfer 
learning. From Table 7, the highest average Jaccard score is 
MobileNetV2 0.9522. 

The MobileNetV2, ResNet18, and ResNet50 models were 
trained with an initial learning value=0.0001, and using the 
'adam' function, the number of epochs was 30 iterations. 
Based on the segmentation results of MobileNetV2 (Table 4), 
ResNet18 (Table 5), and ResNet50 (Table 6), the superior 
CNN transfer learning method is MobileNetV2. As seen from 
the results of mandibular segmentation in Table 4, number 1 
with the MobileNetV2 method, the left side of the condyle and 
coronoid can be seen. Meanwhile, the ResNet18 and 
ResNet50 methods showed that the condyle and coronoid 
sections were not visible (Table 5, Table 6, number 1). 

TABLE III. DATA TEST 

No Image Ground truth 

1 

  

2 

  
3 

  
4 

  
5 

  
 

TABLE IV. RESULT MOBILENETV2 SEGMENTATION 

No Result Jaccard 

1 

 

0.9491 

2 

 

0.919 

3 

 

0.9536 
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4 

 

0.9556 

5 

 

0.9564 

 

 

Fig. 4. Proposed a model 
 

TABLE V. RESULT RESNET18 SEGMENTATION 

No Result Jaccard 

1 

 

0.8886 

2 

 

0.9072 

3 

 

0.9102 

4 

 

0.9125 

5 

 

0.9254 

 
TABLE VI. RESULT RESNET50 SEGMENTATION 

No Result Jaccard 

1 

 

0.9228 

2 

 

0.919 

3 

 

0.9261 

4 

 

0.9443 
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5 

 

0.9391 

 
TABLE VII. AVERAGE RESULT JACCARD 

No Method Average 

1 MobileNetV2 0.9522 

2 ResNet18 0.9088 

3 ResNet50 0.9315 

 

V. CONCLUSION 

We propose a CNN transfer learning method 

(MobileNetV2, ResNet18, and ResNet50) to segment 

panoramic radiographs of the mandible. They trained the 

model on 38 panoramic radiographic images selected by 

radiologists and evaluated the training model on 5 datasets of 

panoramic radiographic images. The evaluation results of the 

MobileNetV2 model have the highest Jaccard value of 

0.9522. The visual results of the MobileNetV2 method of 

mandibular segmentation also look complete and precise in 

the condyle and coronoid. 

Further research suggests finding a model to clarify the 

condyle and coronoid sections because there is a result of 

segmentation of the branched coronoid. 
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