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Abstract
Purpose – This paper aims to examine whether Indonesian cross-border trade responds asymmetrically to
exchange rate volatility (ERV).
Design/methodology/approach – An exponential generalized autorgressive conditional heteroscedasticity
model is applied to estimate the ERV of Indonesia and ten main trade partners using quarterly data from
2006 to 2020. A nonlinear autoregressive distributed lag estimation is applied to estimate the impact of ERV on
cross-border trade. Impacts from the global financial crisis (GFC) of 2008 and the COVID-19 pandemic are covered.
Dynamic panel data is used for the robustness test.
Findings – In the short-run, ERV significantly affects exports to most of the top partners (positively,
negatively or both). In the long run, asymmetric effects occur in Indonesia’s exports to five top destinations.
The weakening of the Indonesian Rupiah mainly supports exports in the short term. Imports from top
partners are also affected by ERV in both the short run and, to a lesser extent, in the long run. Both the GFC
and the COVID-19 pandemic reduced trade: for most cases, in the short run. The dynamic panel model
suggests that ERV has asymmetric impact on cross-border trade in the long run.
Practical implications – Exchange rate strategies need to avoid a single-side policy approach and,
instead, account for exporter and importer differences in risk behaviour and an asymmetric response to ERV
in trade. Policymakers need to consider policies that stabilise the currency.
Originality/value – This study provides evidence that cross-border trade can react asymmetrically to the
exchange rate uncertainty and that the impacts of real ERV are asymmetric as well. The authors also apply a
dynamic panel that signals that ERVmatters in the long run for Indonesian trade with top partners.

Keywords Exchange rate volatility, Asymmetric effects, Nonlinear ARDL, Indonesia,
Exchange rates, Global trade

Paper type Research paper

1. Introduction
This study aims to investigate the effects of real exchange rate volatility (ERV) on cross-border
trade between Indonesia and its ten largest trade partners and whether the effects of real ERV
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are asymmetric. Movements in exchange rate can affect cross-border trade through exchange
rate depreciation and through exchange rate uncertainty. Movements in exchange rates expose
traders to currency volatility that influences trade flows. Risk averse traders are likely to react
negatively to ERV, thereby decreasing trade volume. However, less risk averse exporters may
allow some degree of uncertainty in currencies, suggesting that the impact of ERV on cross-
border trade is ambiguous rather than necessarily negative. As traders can respond
asymmetrically to exchange rates, theymay also respond asymmetrically to ERV.

ERV is crucial for traders as deviations in exchange rates from its long-run equilibrium
level, may cause negative impacts on trade as deviations in exchange rates lower
expectations of profits, alter prices and output and subsequently depress economic growth
(Heriqbaldi et al., 2020). The general finding is that ERV harms exports, and this suggests
the need for government intervention policies to maintain exchange rate stability (Fang
et al., 2009). On the downside, government intervention could exacerbate market
uncertainty; and this could impact the currency’s long-run equilibrium level, leading to
asymmetric responses from themarket players (McKenzie, 2002).

Seminal work on ERV by Clark (1973) and Ethier (1973) suggests that uncertainty in
exchange rates prompts changes in expected profits and adjustments in demand and supply
of goods. Future price uncertainty arising from ERV can lead to inflation uncertainty (pass-
through inflation), thus affecting final demand for goods (Alexander, 1952). This is due to
firms trying to reduce their exposure to risk (Obstfeld and Rogoff, 1998). A perfect forward
market can reduce the adverse effect, but will increase costs at the exporters’ end (Broll and
Eckwert, 1999; Hooper and Kohlhagen, 1978). A risk-neutral exporting firm may respond to
a rise in ERV by increasing its trade volume (Franke, 1991; Sercu and Vanhulle, 1992).

Theory and empirical evidence are mixed as to the impact of exchange rate and ERV on
cross-border trade. In line with trade theory (Ethier, 1973), some studies find that risk averse
traders are likely to react negatively to ERV, thereby decreasing trade volume (Arize et al.,
2000; Chit et al., 2010; Hayakawa and Kimura, 2009; Kroner and Lastrapes, 1993). On the
other hand, studies such as that by Chi and Cheng (2016) offer evidence of a positive effect
from ERV on exports as traders may increase volumes to counterweigh potential losses on
revenue. Other studies find no concluding evidence of impacts arising from ERV on exports
(Nishimura and Hirayama, 2013). Differences in risk perception and risk attitudes of traders
towards ERV suggest that the impact of ERV on cross-border trade is uncertain rather than
necessarily negative.

The literature also shows mixed results when it comes to the short- or long-run impacts.
Some studies find stronger effects from ERV in the short run (Asteriou et al., 2016; Bahmani-
Oskooee and Nouira, 2020), compared to the long run (Chi, 2020; Sharma and Pal, 2018), while
few find ERV persistent in both the short and the long run (Bahmani-Oskooee et al., 2017).
Ambiguity is also exhibited when studies are restricted to specific commodities or industries
(Bahmani-Oskooee and Aftab, 2017); when the levels of economic development among partners
differ (Chi and Cheng, 2016); when traders have limited hedging instruments available (Aghion
et al., 2009); when partners differ in risk behaviour (De vita and Abbott, 2004); and when it
comes to capturing economic shocks (Fitrianti, 2017). In a survey of studies examining ERV
impact on trade, McKenzie and Melbourne (1999) argue that existing significant relationships
between ERV and trade volume (positive or negative) are seemingly at random, suggesting
that ERV exerts specific impacts across markets. Using bilateral or disaggregated data on
trade to test the nexus is preferable to pooling data from diverse countries all together.

Considering the disputing evidence of the impact of ERV on trade flows and the different
extensions to exchange rate theories, it is reasonable to re-examine how ERV impacts
bilateral trade flows at the country level in both the short and long run in the context of a
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developing country (e.g. Indonesia). Firstly, developing countries often highly rely on
exports of natural resources (which are price elastic) and are likely to face challenges in trade
balance as a result of uncertainty. Hausmann et al. (2006) find that developing countries can
face 2 to 2.5 times greater ERV volatility than industrialised countries and that persistency
of volatility is longer for them. Secondly, developing countries often lack access to hedging
tools, and this increases the risk perception of traders (Fang et al., 2009; Hall et al., 2010),
making them more vulnerable to ERV. Furthermore, the link between price volatility and
international flows of goods in countries with “commodity currency” (Hegerty, 2016)
indicates that for them, cross-border trade is more responsive to adjustments in prices
(higher price elasticity) than others, possibly displaying asymmetric effects in trade flows
(Belke et al., 2015). In line with findings from previous studies regarding the possible
presence of asymmetric effects in ERV (Chi, 2020; Fang et al., 2009; Sharma and Pal, 2018),
our study aims to test whether such effects occur for the case of Indonesia and its top ten
trade partners, with respect to both exports and imports. The ten largest trade partners of
Indonesia are China, the USA, Singapore, South Korea, Japan, India, Malaysia, Australia,
Germany, the Netherlands (top only in exports) and Brazil (top only in imports).

From among previous studies involving Indonesia, a large majority focus on the
symmetric effects (Asteriou et al., 2016; Bahmani-Oskooee et al., 2015; Do�ganlar, 2002; Fang
et al., 2006; Fitrianti, 2017; Hayakawa and Kimura, 2009; Sugiharti et al., 2020a, 2020b) and
mainly support the claim that exports are significantly affected by currency risk. Most of
those earlier studies used moving sample standard deviation or generalized autoregressive
conditional heteroskedasticity (GARCH) models to estimate volatility. We opted to use
exponential generalized autorgressive conditional heteroscedasticity (EGARCH), which
offers some advantages over the GARCH model. EGARCH does not impose restrictions on
the parameters of the volatility equation as the model is presented in log variance (fulfilling
the positivity of variance) instead of variance itself (Tsay, 2005). Additionally, the EGARCH
model can capture negative shocks that may have stronger effects on the variance than
positive ones (asymmetry or leverage effect).

Few attempts have questioned the asymmetric effects of ERV on Indonesia’s trade, as
that of Fang et al. (2009), which covered trade between Indonesia and the USA. Sugiharti
et al. (2020a) covered the total exports of fifteen main commodities from Indonesia to its five
largest export markets, finding that top exports to the USA, India and South Korea are
mainly negatively affected by ERV. However, little is said of the impact of ERV on imports
to Indonesia. Additionally, no previous studies have looked into asymmetric ERV between
Indonesia and its large partners in the European Union or Australia (except for Chi and
Cheng, 2016), who covered Australian exports to Indonesia using a symmetric approach and
found significant ERV effects.

This paper offers several contributions to the literature of ERV. Firstly, our study analyses
Indonesia, a country reliant on non-manufactured exports, unlike its ten partners, most of
which have not been covered previously. Earlier studies on ERV in Indonesia have suggested
that future research might consist of examining country-to-country cases (Bahmani-Oskooee
et al., 2015) and the possible asymmetric effect of ERV on Indonesia’s trade (Asteriou et al.,
2016; Sugiharti et al., 2020a, 2020b). As previous research has not scrutinised both export and
import flows in Indonesia, we examine the effect of ERV on both exports and imports at the
bilateral level. Secondly, we also consider the impact of ERV using dynamic panel data, thereby
pooling together Indonesia’s volume of trade with its top partners. Additionally, we incorporate
dummy variables into our model to capture the shocks from the global financial crisis (GFC)
(2008) and the COVID-19 pandemic. While previous studies have suggested that exchange rate
depreciation in Indonesia is detrimental to exports (Asteriou et al., 2016; Fang et al., 2006;
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Pino et al., 2016; Sugiharti et al., 2020a, 2020b), which is counterintuitive to what is theoretically
expected, proper central bank intervention and fiscal policy may help to reduce uncertainty in
the longer time. Exchange rate strategies may need to avoid a single-side policy approach and,
instead, account for differences in the risk behaviour (e.g. hedging) of both exporters and
importers (Zhang et al., 2018).

As a robustness test, we apply dynamic panel data techniques to test for the impact of
asymmetric ERV on cross-border trade. By pooling countries together, we aim at assessing
whether common equilibrium association exists within our model. Although models (time
series and panel data) are not comparable head-to-head, they can complement each other.
For comparison purposes, asymmetric (linear) effects are also estimated. Results using a
symmetric model are provided as supplementary materials.

The results show that, in the long run, real ERV has a negative impact on Indonesia’s
exports to China, Singapore, South Korea and Germany; while in the short run, it
significantly affects the case of Indonesia’s exports to all top partners, but the USA and
Singapore. Moreover, the Wald-test results suggest that the bilateral real ERV has a long-
run asymmetric effect on exports to China, Singapore, South Korea, India, Malaysia and the
Netherlands. In contrast, the short-run effects are significant on exports to Singapore, South
Korea, Japan, India, Australia and the Netherlands.

Moreover, negative ERV has a significant effect on Indonesia’s imports from China,
Japan, Malaysia, Australia and Germany in the long run. However, we also found that
positive ERV influences imports from Japan, Malaysia and Australia. In contrast, in the
short run, the results show a dampening effect of real ERV (positive or negative) on
Indonesia’s imports from the USA, Singapore, South Korea, Japan, Malaysia, Australia and
Brazil. Concerning the asymmetric impacts, in the long-run model, we reject the null
hypothesis, as in the case of Indonesia’s imports from China, Singapore, South Korea, Japan
and Germany. In the short-run model, we find that real ERV asymmetrically affects
Indonesia’s imports from South Korea, Japan andMalaysia.

Finally, the results indicate that in the short run, the COVID-19 pandemic has significant
and negative effects on exports and imports to/from most countries. Effects from COVID-19
are larger and more numerous than the impact on trade from the GFC (2008). The nonlinear
autoregressive distributed lag (NARDL) indicates that positive and negative ERV vary in
terms of their effect on trade volume, providing superior results to autoregressive
distributed lag (ARDL) (Supplementary materials). Finally, the dynamic panel data using a
Pool Mean Group (PMG) approach indicates that both exports and imports are significantly
affected by ERV in the long run, signalling the importance of exchange rate normalisation
for Indonesian trade.

2. Methodology
2.1 Specifications
The non-structural equation (reduced form) of Klaassen (2004) and Pozo (1992) offers a
framework to empirically analyse the asymmetric effects of ERV in bilateral exports.
Although models to estimate trade flows under asymmetric effects can include a substantial
number of factors, such structural models can be complex (Koutmos and Martin, 2003). As
such, most studies looking into export and import demand models use reduced forms (Arize
et al., 2021; Bahmani-Oskooee and Aftab, 2017; Bailey et al., 1987; Fang et al., 2009). Bilateral
export flows (EX) can be expressed as a function of real income of foreign partner, real
bilateral exchange rate (relative prices) and ERV (exchange rate uncertainty).

To model bilateral trade flows, this article uses the NARDL, beginning with the
following standard specification:
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LnEXIND
t ¼ b0 þ b1LnIIPt þ b2LnRERt þ b3LnVOLt þ «t (1)

LnIMIND
t ¼ g0 þ g1LnIIPt þ g2LnRERt þ g3LnVOLt þ mt (2)

We refer to equations (1) and (2) as our standard export and import demand models, where
LnEXIND

t and LnIMIND
t represent aggregate real Indonesian exports and imports with

respect to ten different partner countries. We use IIPt and IIP*
t or Index of Industrial

Production (IIP) for a proxy of Indonesia and destination countries (*) as a proxy for income
and economic activity. Meanwhile, RERt is the bilateral real exchange rate (RER) between
the Indonesian Rupiah (IDR) and the ten currencies of the trading partners; the United States
dollar (US$), Renminbi (CNY), Japanese Yen (JPY), European (euro), Indian Rupee (INR),
South Korean Won (KRW), Malaysian Ringgit (MYR), Singaporean dollar (SGD), the
Australian Dollar (AUD) and the Brazilian Real (BRL). Finally, VOLt is a measure of the real
ERV based on the quarterly conditional variance of a generalised autoregressive conditional
heteroskedasticity, GARCH (1,1). It is expected that the estimates coefficient of b1 and g1 are
positive. Meanwhile, the estimated coefficient of b2 is expected to be positive, but that of g2
to be negative. The signs of theb3 and g3 coefficients could be positive or negative.

Similar equations are proposed as general models to estimate export and import demand
and are further modified to study the effects of asymmetric ERV in bilateral trade in cases
like Tunisia, India and Mexico, as in the empirical evidence provided by Arize et al. (2017),
Bahmani-Oskooee and Nouira (2020), Chi (2020) and Sharma and Pal (2018).

Traders’ behaviour may result in asymmetric responses to volatility (EVOL). To capture
the asymmetric effects of real ERV, we establish two other variables, namely, lnVOL_POS,
which represents positive changes in volatility, and lnVOL_NEG, including the negative
changes. EVOL is a measure of the natural logarithm of the real ERV based on a quarterly
conditional variance of an exponential GARCH (1,1):

lnVOL_POSt ¼
Xt

j¼1
DlnVOLþ

t ¼
Xt

j¼1
maxðDlnVOLj;0Þ;

lnVOL_NEGt ¼
Xt

j¼1
DlnVOL�

t ¼
Xt

j¼1
minðDlnVOLj; 0Þ

(3)

The next step is to derive the asymmetric equation for export and import:

DlnEXIND
t ¼ c1 þ

Xn1

j¼1
c2jDlnEXIND

t�j þ
Xn2

j¼0
c3jDlnIIP*

t�j þ
Xn3

j¼0
c4jDlnRERt�j

þ
Xn4

j¼0
c5jDlnVOL_POSt�j þ

Xn5

j¼0
c6jDlnVOL_NEGt�j þ l1lnEXIND

t�1

þl2lnIIP*
t�i þ l3lnRERt�1 þ l4lnVOL_POSt�i þ l5lnVOL_NEGt�i þ «t (4)

DlnIMIND
t ¼ d1 þ

Xn6

j¼1
d2jDlnIMIND

t�j þ
Xn7

j¼0
d3jDlnIIP*

t�j þ
Xn8

j¼0
d4jDlnRERt�j

þ
Xn9

j¼0
d5jDlnVOL_POSt�j þ

Xn10

j¼0
d6jDlnVOL_NEGt�j þ p1lnIMIND

t�1 þ p2lnIIP*
t�i

þp3lnRERt�1 þ p4lnVOL_POSt�1 þ p5lnVOL_NEGt�i þ «t (5)
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Equations (4) and (5) were introduced by Shin et al. (2014) as nonlinear ARDL (NARDL).
For the cointegration test, we use the standard F-test. In equations (4) and (5), D
indicates the first difference operator. The short-run effects (coefficients attached to D)
are captured by c2j, c3j, c4j, c5j and c6j in the export demand equation, whereas in the
import demand equation, the effects are represented by d2j, d3j, d4j, b5j and d6j,. The
long-run effects are shown by l2, l3, l4 and l5normalised on l1 (for export demand
equation) and p2, p3, p4 and p5 normalised on p1 (for import demand equation).
Pesaran et al. (2001) stated that the cointegration condition is required for the long-run
outcomes to be valid. Therefore, the F-test will be conducted to establish the joint
significance of lagged level variables as a condition for cointegration. Bahmani-
Oskooee and Nouira (2020) noted that ARDL models can be used regardless of whether
the variables are integrated of order I(0), I(1) or of mixed order I(0) and I(1). We apply a
unit root test to verify that the order of integration is not I(2), applying the augmented
Dickey–Fuller (ADF) test. Results are offered in Tables A1 and A2 (Appendix).

Using equations (4) and (5), we can establish the analysis of the asymmetric relationship.
In the short run, the asymmetric relationship can be represented by the difference in the
number of DlnVOL_POS lags and the number of DlnVOL_NEG lags. The asymmetric
relationship can also be observed by looking at the size or sign of the coefficient estimate of
DlnVOL_POSt-i and DlnVOL_NEGt-i lags at each lag i (i = 1, 2, . . .). One procedure that can
be used to prove the asymmetric effect in the short run is to do an F-test to verify whetherX

ĉ5j 6¼
X

ĉ6j and
X

d̂5j 6¼
X

d̂6j in equations (4) and (5). Meanwhile, the long-run

asymmetric effects can be identified by conducting an F-test to prove l̂4I � l̂1 6¼ l̂5I � l̂1
in 4) and, p̂4I � p̂1 6¼ p̂5I � p̂1 in (5).

A number of studies assume symmetric risk behaviour from traders with respect to
appreciation or depreciation of exchange rate and ERV (Aftab et al., 2017; Fitrianti, 2017;
Gupta and Varshney, 2021). However, we argue that traders are likely to respond
asymmetrically to ERV. At least four possible arguments can support the claim that ERV
can affect trade asymmetrically, as noted in Fang et al. (2009). Firstly, ERV may lead
monetary authorities to intervene in the markets, generating uncertainty in the future
currency exchange rate (McKenzie, 2002). Central bank intervention may change depending
on whether the currency is depreciating or appreciating, adding to the uncertainty in
markets (Fratzscher, 2006). Secondly, pricing-to-market behaviour of traders often behaves
asymmetrically, as prices of export goods are adjusted according to foreign competition
rather than to domestic currency alone (Cao et al., 2015; Mahdavi, 2000). Firms oriented
towards maintaining or increasing market share may opt not to increase export prices when
domestic currency appreciates, to avoid a loss of foreign sales. On the other hand, in an
event of currency depreciation, firms targeting an increase in market share may lower
foreign prices to increase sales (Cao et al., 2015). Thirdly, asymmetric behaviour of traders
may persist after the events that caused the currency changes no longer exist (hysteretic
behaviour). Campbell (2020) finds that more open economic sectors experience persistent
effects from exchange rate shocks, maintaining asymmetric responses to exchange rate
movements to remain competitive. Fourthly, firms may follow asymmetric behaviour by
hedging (one side hedge), as they often perceive risk when it entails losses rather than when
it involves positive impact on profits (Ali, 2019; Zhang et al., 2018). Considering that
emerging Asian countries mainly invoice products in US dollars, a depreciation of domestic
currency may increase export revenue, suggesting that exporting firms may hedge against
appreciation of the domestic currency, but stand unhedged for depreciation (Fang et al.,
2009).
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2.2 Data
We obtained the data from quarter 1, 2006 to quarter 4, 2020. The IIP is accessible at the
International Financial Statistics site, while quarterly raw data for total bilateral trade
(exports and imports) between Indonesia and the leading trade partners are collected from
TradeMap.

To find the real value of the exports and imports and the real bilateral exchange rate, we
deflated export and import values by the consumer price index (CPI) of the exporter and
importer countries, respectively:

EXt ¼ NEXt X CPIpartner countriest

CPI Indonesiat

(6)

IMt ¼ NIMt X CPIpartner countriest

CPIIndonesiat

(7)

And:

RERt ¼ NERt X CPIpartner countriest

CPI Indonesiat

(8)

where EXt reflects Indonesia’s real exports to the destination country; IMt reflects
Indonesia’s real imports from the partner countries;NEXt is a nominal export value; NIMt is
a nominal import value; CPI is the CPI; RERt is the real bilateral exchange rate between the
Rupiah and the partner’s currency; andNERt is the nominal bilateral exchange rate (units of
IDR per unit of partner’s currency). Thus, an increase in RER indicates a real depreciation of
Indonesian currency against a partner’s currency.

Because real ERV is not observable, we used the GARCH and EGARCHmodels to obtain
the estimates for ERV. GARCH-based models are appropriate and accurate for capturing
uncertainty as they take into account time-varying conditional variance (Sharma and Pal,
2018). GARCH-based models allow that large variance originated in previous periods to
result in large variances in future periods, implying a volatility cluster. On the other hand,
the main advantage of the EGARCH approach is that it spots the time-varying conditional
variance from a time-series model (Choudhry, 2005; Engle and Ng, 1993). Additionally, as
noted in Iyke and Ho (2019), in an EGARCH approach, good and bad news can affect
volatility (uncertainty) differently, and big news captures greater effect on volatility;
however, the same does not happen when using the GARCHmodel.

Prior to the estimation of ERV using the GARCH-based model, an ADF test (ADF) was
conducted on all series to test for a unit root, following Dickey and Fuller (1979). We tested
the data of the real bilateral exchange rate between the Rupiah and the partner’s currency
for stationarity. The test results for all ten exchange rates are displayed in Tables A1 and
A2 in the Appendix.

We used GARCH and EGARCH models to determine ERV. We assumed that the
logarithm of RERmirrors a simple mean equation, as shown by the following equation:

lnRERt ¼ f lnRERt�1; gð Þ þ «t (9)
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where lnRERt is the natural logarithm of the real bilateral exchange rate at time t; f (.) is the
functional form of RER (assuming linearity in factors); lnRERt�1 is a one period lag (t�1) of
the natural logarithm of real bilateral exchange rate; and g is a vector of coefficients. «t is
white noise error with variance, V («) = h2. h2t is conditional variance, which is a measure of
real ERV. The simplest GARCHmodel is GARCH (1,1), which follows the equation:

h2t ¼ v þ b1 «2t�1 � v
� �

þ 6 01 h2t�1 � v
� �

(10)

wherev, b1 and 6 01 in equation (10) are parameters to be estimated. As noted in Iyke and Ho
(2019), “the GARCH (1,1) model is expected to reverse to a constant mean,v”.

We could capture asymmetric information in the uncertainty, h2t , by modelling the
conditional variance as exponential GARCH(1,1) or EGARCH(1,1) of the form:

lnh2t ¼ vþ bln«2t�1þ 6 0
����
«t�1

ht�1

����þ d
«t�1

ht�1
(11)

where v, b, 6 0 and d are parameters to be estimated. Equation (11) shows a relationship
between past shocks (t�1) and the natural logarithm of the conditional variance, h2t , where
both positive and negative shocks have an effect of the form of 6 0þ d or 6 0� d, respectively.
The asymmetric effects assume that d 6¼ 0. We report the conditional volatility (EVOL)
between the IDR and each of the ten currencies using the EGARCH approach in
Figure 1(a)–1(i).

To account for global shocks during the 2008 GFC (D2008) and the COVID-19 (DCOV)
pandemic, two dummy variables were incorporated into the model (Equations 1, 2, 4 and 5).
Equations including dummy variables are not displayed due to space limitations. Results for
the models without dummy variables were also estimated (see Tables A3 and A4). Results
for the linear model are presented in Supplementary Materials (Tables S1 and S2).
Quantitatively similar results were obtained when using the models without dummy
variables and the baseline model (using dummy variables controlling for GFC and COVID).
The GFC period (D2008) covers 2008_Q1 to 2009_Q4. The variable for DCOV covers
2020_Q1 to 2020_Q4. Earlier studies introduced dummy variables for the GFC period, a
period of great volatility and change in global demands for exports (Arize et al., 2021;
Bahmani-Oskooee and Nouira, 2020; Iyke and Ho, 2019).

Additionally, we applied dynamic panel data techniques to provide aggregate results for
our sample (pool) as a robustness test. The model proposed for the NARDL (time series) was
adjusted into a dynamic panel setting to estimate asymmetric and symmetric results for
exports; imports used the same variables. The specific model using panel data is not
displayed to save space in the manuscript. Studies such as that by Iyke and Ho (2019) offer
detailed explanations of panel dynamic models.

3. Results
3.1 Asymmetric impacts of exchange rate volatility on exports
This section focuses on an examination of the impact of ERV on Indonesia’s bilateral
exports with its ten major trading countries (Tables 1 and 2). Results include dummy
variables to consider the effects of the GFC in 2008–2009 and the COVID-19 pandemic
(baseline model). Linear estimates of ERV are provided as supplementary files (Tables S1
and S2) as part of the robustness test. We apply dynamic panel data models to provide
aggregate results for our sample (pool).
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Panel A of Table 1 presents the normalised cointegrating vector applied to examine the
long-run effects of real ERV on Indonesia’s bilateral export to China, the USA, Singapore,
South Korea, Japan, India, Malaysia, Australia, Germany and the Netherlands, respectively.
The positive and negative shocks to a single variable were modelled in the framework as
they affect the dependent variable distinctively. This model also allows for the short-run
effects to vary from its long-run impacts. Therefore, we test both short- and long-run
outcomes. In Panel B, the short-run estimates are reported. In Panel C, we report the
diagnostic statistics.

From Table 1, several points can be made. Firstly, the cointegration test results through
the bound-tests show cointegration between all existing series. This means that, with this
NARDL model specification, we can prove that, in the context of Indonesian exports,

Figure 1.
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Indonesia has a long-run relationship with the countries it exports to (see F-stats). The
corresponding ECMt�1 also shows that the coefficient estimates are significantly negative
and less than one. Bahmani-Oskooee and Aftab (2017) stated that when the bound test and
ECMt�1 results are in different calculations, we might use the ECMt�1 result as the
reference to decide if there is a long-run relationship among the series in the model. Hence,
we can conclude that cointegration exists in all cases because the ECMt�1 coefficients are
significantly negative and less than one in value. The ECMt�1 estimates also show that, on
average, 51% of the uncertainty in export demand is offset by short-run correction for each
quarterly export.
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Results of NARDL
for export demand
model
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Secondly, in the short run, the estimation outcomes show that the IIP of trading partners
(indicated by at least one significant coefficient) affects export demand in all cases, but for
Japan and India. In the long run, the significant effects can be found in all cases but for
Singapore, Japan and Australia. As noted in earlier studies, industrial activities are an
important determinant of exports (Chi and Cheng, 2016; Nishimura and Hirayama, 2013).
Previous studies on Indonesia suggest that exports are propelled by the partners’ industrial
activities (Asteriou et al., 2016; Sugiharti et al., 2020a, 2020b). In the long-run, the IIP of
Malaysia and Germany are negative, suggesting that an expansion in industrial activity in
those partners negatively relates to exports from Indonesia to those destinations.

Thirdly, significant positive short-run effects are found in RERs in the cases of China,
Singapore, Malaysia, India, Australia and Germany. Significant negative short-run effects
from RER are found in the case of the USA. Meanwhile, the long-run significant positive
impact of the RER on exports only occurs in shipments to Singapore, South Korea and
Australia. Significant and negative impact from RER in the long-run appears in exports to
China and the USA. The negative estimates indicate that the IDR’s depreciation will worsen
Indonesia’s exports (i.e. a depreciation of the IDRwill worsen exports to China and the USA),
contrary to what the theory generally suggests (Alexander, 1952). This could be due to the
inelastic export demand in those countries. Several studies have found that periods of
domestic currency depreciation could be linked to decreased exports (Bahmani-Oskooee
et al., 2016). The link is open to debate, as it depends on, among other things, the
characteristics of bilateral trade flows, income and traders’ price elasticity (Hegerty, 2016;
Sharma and Pal, 2018; Sugiharti et al., 2020a, 2020b). Another possibility is that the impact
of exchange rate on exports is asymmetric, as Chi (2020) noted in the case of bilateral flows
between Canada and the USA.

Fourthly, the estimation results using NARDL also provide evidence of asymmetric
effects in the long-run of real ERV in the case of bilateral Indonesian exports to partners (i.e.
China, Singapore, South Korea and Germany), as shown by the F-test that rejects the no-
asymmetry hypothesis. In the case of exports to Singapore, South Korea and Germany, the
coefficients support a negative ERV. In the case of exports to China, shipments are affected
by negative volatility in the long run. In the case of exports to Germany, both positive and
negative volatility in the ERV had a dampening impact on Indonesia’s shipments in the long
run.

In the short run, the F-test estimates show that asymmetric impacts are significant in
exports to all countries but the USA and Japan. Significant effects for both positive and
negative ERV are found for shipments to China, Singapore, South Korea, India, Germany
and the Netherlands. As such, ERV has a dampening impact on Indonesia’s exports in the
short run for most destination countries. These findings were just as expected and suggest
that ERV adversely affects exports. However, the impacts of ERV are mainly within the
short run. It should be noted that positive effects that might originate from depreciation of
the currency or could be offset by the impact of volatility.

Furthermore, we tested whether the GFC of 2008–2009 and the COVID-19 pandemic have
had a significant effect on Indonesia’s exports to its main partners. Two dummy variables
were introduced in the model to estimate the potential effects from such shocks. First, in the
short run, the GFC impact on exports varied across partners. Significant and negative
effects were found on exports to the USA, Singapore, India, Malaysia, Germany and the
Netherlands. Positive effects from the GFCwere found on exports to China, South Korea and
Australia. However, in the long run, the effects from the GFC on exports were positive for
the case of shipments to China, South Korea, India, Australia and Germany. No negative or
significant impacts from the GFCwere found in the long run.
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As for the COVID-19 pandemic, in the short run, exports to most countries were
significantly affected by the pandemic (China, the USA, India, Malaysia, Australia,
Germany and the Netherlands). Only exports to Singapore and South Korea reported
positive impacts in the short run amid the COVID-19 pandemic. In the long run, only exports
to India were significantly affected, while those to the USA and Australia reported
significant and positive coefficients.

As for the diagnostic test, we found several important points. First, to test for
autocorrelation, the Lagrange multiplier statistic was applied. The test results in all cases
showed that the residuals do not suffer from autocorrelation. We also ran Ramsey’s RESET
statistics to check for misspecification. This test was distributed as x2 with one degree of
freedom. The results show that the statistics for all cases are not significant, except for
India, Malaysia and Germany, indicating that most of the models are well identified. We also
performed the cumulative sum (CUSUM) and cumulative sum of squares of recursive
residuals tests to test the stability of all short- and long-run coefficient estimates. These two
are reported as cumulative (CU) and cumulative squares (CUQ) in panel C, Table 1. The
CUSUM test was also used to test for stability in the applied models. Finally, we observed
the size of adjusted R2 to measure the goodness of fit.

3.2 Asymmetric effects of real exchange rate volatility on import
Table 2 displays the results of NARDL estimation for the import demand model. Panel A
presents the long-run impacts of the IIP, RER and asymmetric effects of real ERV on
Indonesia’s imports from China, the USA, Singapore, South Korea, Japan, India, Malaysia,
Australia, Germany and Brazil, respectively. The short-run estimations are reported in
Panel B, and the diagnostic statistics are presented in Panel C.

From Table 2, we gathered that the import demand model is significant in all the studied
cases, based on the bound test. The ECMt�1 coefficient estimates show long-term
relationships or cointegration in all import demand models except for the case of Brazil. The
ECMt�1 also indicates that, on average, 38% of the ERV in import demand is offset by
short-run correction for each quarterly import. In the short run, the estimates show that the
IIP of Indonesia has an effect (indicated by at least one significant coefficient estimate) on
import demand in the cases of China, the USA, Japan, South Korea, India, Malaysia and
Brazil. In the long run, the significant effects only occur for Indonesia’s imports from Japan,
India, Australia and Brazil (negative). A positive impact on IIP suggests that improvements
in industrial activity in Indonesia are linked to an increase in imports. In terms of RER, the
short-run outcomes indicate significant negative effects on Indonesia’s imports from China,
the USA, South Korea, India and Malaysia, and positive effects on imports from Singapore
and Japan. Meanwhile, the long run, negative impacts of the RER occur in the cases of
imports from China, the USA, South Korea and Germany (negative). Four of the five
significant cases show a negative coefficient, which means that as the IDR depreciates,
Indonesia’s imports from the respective three countries will decline. Only imports from
Australia show a positive coefficient, suggesting that imports may be price inelastic, as
depreciation leads to higher value in imports.

Regarding ERV, the F-test confirms the existence of the long- and short-run asymmetric
effect for our estimates. We find a significant impact from ERV in the long run, on imports
from China, Japan, Malaysia, Australia and Germany. Japan, Malaysia and Germany have
both significant LnVOL_POS and LnVOL_NEG coefficients. In the short run, we observed
that significant lag coefficients in LnVOL_POS or LnVOL_NEG are found in all cases but
China, India and Germany. As such, imports to Indonesia are substantially affected by ERV,
in both positive and negative ERV.
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In the short-run, negative and significant impacts from the GFC were found on imports
from Singapore, South Korea, Malaysia, Australia and Brazil. The impact of the GFC was
positive only for the case of imports from Japan. However, in the long run, only positive and
significant effects on imports were identified for imports from China and the USA.
Regarding the COVID-19 pandemic, in the short run, the impact was detrimental (significant
negative) on imports from all top partners but Germany and Brazil. On the other hand, the
COVID-19 outbreak resulted in a negative and significant effect on imports from South
Korea.

As for the diagnostic test, we found that the Lagrange multiplier statistics for all cases
are not significant, except for Brazil. We also ran Ramsey’s RESET statistics to test for
misspecification. The test results show that the statistics for all cases are not significant,
implying that most of the models are well specified. The CUSUM test shows that the models
are stable for all cases, except for China, Australia and Germany. Finally, we used the
adjustedR2 to measure the goodness of fit.

3.3 Discussion
This study suggests that economic policies to support a stable exchange rate are important.
Although in the short run, a weak Rupiah can support exports, in the long run, Indonesia’s
exports do not seem to be supported by the weakening of the IDR. Besides, the large
exposure of exports to ERV may offset the positive effects on shipments from a weak
currency in the short run. As noted in previous studies on Indonesia’s trade (Hegerty, 2016;
Pino et al., 2016), depreciation of the IDR may be detrimental to exports from Indonesia as
the currency could change global prices for those commodities or spur anxiety among
traders (Fang et al., 2006). For instance, export promotion policies through IDR depreciation
require stability to be effective (Arize et al., 2021; Fang et al., 2009).

Risk perception among exporters–importers and the government’s hedging strategies
may contribute to the detrimental effect of ERV on trade. As noted in our findings,
asymmetric effects are both positive and negative, suggesting that hedging strategies may
need to be holistic and not just one-sided. In some cases, traders in a country with a
weakening currency may exercise their hedging strategies to protect themselves from
currency appreciation and the expectation that exports will increase. In the case of
Indonesia, although the weakening of the IDR may support exports in the short-run, the
effects of ERV are significant for both positive and negative volatility in six cases (out of
ten). As such, hedging becomes complex and most likely, costly. Such asymmetric hedging
may lead to subsequent asymmetric effects on the exchange rate as traders try to recover
from high risk. Our findings suggest the need to look for more innovative instruments to
hedge and to look at specific market behaviour. Besides, as noted by Bahmani-Oskooee and
Fariditavana (2016), real depreciation of currencies is more likely to stem from changes in
traders’ behaviour than appreciation. Furthermore, due to rigidity of prices, export and
import prices may respond asymmetrically to exchange rate movements (Arize et al., 2021).

On the other hand, economic activity in partner countries is a crucial driver of their
export demands. A decrease in industrial activity (global economic slowdown) may have
significant negative impacts on demand for exports to those countries (i.e. China, the USA,
South Korea, India and the Netherlands). Finally, Indonesia’s input dependency on its main
trade partners is often highlighted in the literature of regional trade (Purwono et al., 2020). It
is worth noting that imports from China, Singapore, South Korea and Japan are strategic
inputs. This may explain the strong effects of the IIP on imports and the insignificant
impact of ERV on imports from China, USA, Singapore, South Korea and Japan.
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The short-term positive impact of RER in the case of imports from Singapore and Japan
could also be attributed to Indonesia’s input dependency.

3.4 Robustness test
As a complementary approach to the estimation of error-correction using time series, we
applied three alternative estimators using dynamic panel data. The results are not directly
comparable, as time series (ARDL and NARDL) focus on bilateral trade compared to panel
data, which pools the sample of countries together. Still, panel data provide some
advantages as they allow verification as to whether or not a common equilibrium
association exists in the model for ERV and the other variables. Following Iyke and Ho
(2019), who estimate the effects of ERV on real consumption in Asian countries, if the
parameters on our main equations are assumed to be heterogeneous across the countries
included, then a mean group (MG) approach can be used. The MG estimates the parameters
for each country and provides a group estimate through the average. Alternatively, if only
the intercepts are assumed to be heterogenous across countries, then we can estimate our
model by applying the dynamic fixed-effects (DEF). Finally, if we assume that in the short-
run, the intercept and the error terms can be heterogeneous across partners, but restrict the
long-run estimates to be uniform, then we can us the PMG. The PMG of Pesaran et al. (1999)
somehow blend the MG and DEF advantages (averaging and pooling, respectively),
suggesting it can be advantageous as it is more flexible, as noted in Iyke and Ho (2019). We
tested the suitability of the models using the Hausman test, to find whether MG, DEF or
PMG estimators fit the data andmodel best. Results for symmetric effects are also estimated
for comparison with asymmetric ones (results in the Supplementary file, Tables S3 and S4).

For both the export and import models, the Hausman test suggests that PMG is more
efficient and consistent compared to MG and DEF (Tables 3 and 4). We estimated the results
considering the possible effects from GFC and COVID-19 (including a dummy variable), as
well as a model without that consideration. The results indicate that in the short-run
(Table 3), exports are significantly related to industrial activity (IIP). RER is positively
related to exports. However, the results are not significant. Related to ERV, in the short run,
the PMGmodel does not capture significant effects; only the DFE (model without shocks for
GFC and COVID) and theMG find that VOL_NEG (negative ERV) has an impact on exports.
As for the GFC shock, the impact in the short run is positive, and the effect of COVID-19 on
exports is negative. Both the GFC shock and the COVID-19 effects on trade are statistically
significant.

In the long-run, the dynamic model finds a negative and significant impact from IIP and
RER on exports, contrary to what is expected. However, the results for ERV in the long run
(model without shocks) are positive and significant, suggesting that exports are affected by
ERV. In the short run, the effects from ERV are not significant. By using a flexible dynamic
panel approach, the long-run effects are homogenous, and we allow the short-run effects to
be heterogenous. That may be a reason why the results using panel data differ from those
for the time series.

Regarding imports (Table 4), we find more consistent results regarding the role of IIP
and RER for the short-run, as they indicate that imports are driven by industrial activity and
that a depreciation of the IDR may discourage imports. However, in the long run, the
estimates suggest that IIP is negatively associated with imports and that exchange rate
appreciation may discourage imports. Furthermore, we find evidence that in the long run,
imports significantly respond to both positive and negative ERV. As such, both models
indicate that ERV (positive and negative) significantly affects exports and imports in the
long run. This result suggests that policymakers in Indonesia should consider long-run
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(more permanent) volatility (uncertainty) as it can disrupt both exports and imports. At the
bilateral trade level, the NARDL model can provide country specific insights to handle
uncertainty, mostly in the short run.

4. Conclusion
This paper explores the impact of exchange rate volatility (ERV) on Indonesia’s bilateral
trade with ten main trading partners using a nonlinear ARDL approach. We separate the
effects of real ERV on the export and import sides. An exponential generalised
autoregressive conditional heteroscedasticity model is used to estimate the ERV. Using
quarterly data over 2006 to 2020, our findings can be summarised as follows.

Concerning Indonesia’s exports, a significant error-correction term shows that a long-run
cointegrated relationship exists between aggregate exports, the IIP, RERs and real ERV. In
the long run, real ERV has a negative effect on Indonesia’s shipments to China and
Germany, while in the short run, negative effects exist for Indonesia’s exports to Australia,
China, Germany, India, Malaysia, the Netherlands, Singapore and South Korea. Moreover,
the Wald-test results suggest that the bilateral real ERV has a long-run asymmetric impact
on exports to China, Singapore, South Korea, India, Malaysia and the Netherlands. In
contrast, the short-run effects are significant for exports to six out of ten countries.

As for imports, we can conclude that in the long-run model, uncertainty (ERV) has a
significant negative impact on Indonesia’s imports from China, Japan, Australia, Malaysia
and Germany. However, we also find a positive effect in the case of imports from Australia.
In contrast, in the short-run, the results also show a dampening effect of real ERV on
Indonesia’s imports from the USA, Singapore, South Korea, Japan, Australia and Brazil.
Concerning the asymmetric effects, in the long-run model, we reject the null hypothesis in
the case of Indonesia’s imports from China, Singapore, South Korea, Japan and Germany. In
the short-run model, we find that real ERV asymmetrically affects Indonesia’s imports from
South Korea and Japan.

For a robustness test, we apply a dynamic panel finding that in the long run, asymmetric
uncertainty (ERV) plays an important role in Indonesian trade (exports and imports) with
top partners. The detrimental effects from depreciation of the IDR on exports and the
significant impacts of asymmetric volatility, suggest that policymakers need to consider
policies to stabilise IDR, pay more attention to traders’ risk behaviour and consider the
availability of hedging tools. A weakening currency and the available hedging tools may
account for the IDR’s asymmetric movements and the possible asymmetry between
currency and prices. The asymmetric model seems to be superior to the linear model as it
signals that positive and negative effects from ERV differ in their impact on export–import
volumes. Further research may look into asymmetric links between the exchange rate and
export prices.
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Appendix

Table A1.
Unit root test

(dependent variable:
export)

Country Test for unit root in LnEX LnIIP LnRER LnVOL_POS LnVOL_NEG

China I(0) �2.121 �2.198 �1.962 �7.846 �0.733
I(I) �9.750*** �10.942*** �5.676*** �2.336*** �11.114***

USA I(0) �3.969*** �2.409 �2.029 �0.651 �0.357
I(I) �8.635*** �3.869*** �5.465*** �8.769*** �10.264***

Singapore I(0) �2.177 �0.378 �1.766 �0.428 �0.076
I(I) �9.213*** �4.490*** �6.577*** �7.494*** �8.014***

South Korea I(0) �1.827 �1.816 �1.699 �0.131 �0.025
I(I) �5.589*** �3.769*** �5.402*** �8.080*** �10.489***

Japan I(0) �0.781 �3.309** �2.373 �0.286 �0.066
I(I) �7.268*** �6.535*** �7.420*** �3.328** �4.038***

India I(0) �3.089** �1.879 �1.378 �0.219 �0.032
I(I) �11.012*** �8.960*** �7.846*** �3.650*** �3.026**

Malaysia I(0) �2.412 �0.467 �1.879 �0.327 �0.059
I(I) �7.017*** �3.556** �6.612*** �3.589*** �4.002***

Australia I(0) �2.220 �1.108 �2.390 �0.791 �0.585
I(I) �7.373*** �4.281*** �6.897*** �9.072*** �4.248***

Germany I(0) �2.056 �2.958** �2.264 2.052 1.892
I(I) �8.858*** �7.826*** �5.334*** �11.094*** �10.659***

The Netherlands I(0) �2.690* �3.297** �2.393** 1.348 1.314
I(I) �10.188*** �6.128*** �5.377*** �11.581*** �11.135***

Notes: *, ** and *** indicate a 10, 5 and 1% significance level, respectively. Unit root test of variables
using the ADF. All variables are free from unit root problem. All variables are stationary at the first
difference (I[I]). Several variables are also stationary at level (I[0]), namely, LnEX (the USA, India and the
Netherlands), LnIIP (Japan, Germany and the Netherlands) and LnRER (the Netherlands) in the export
model. LnIM is also stationary at level (I[0]) for the import model for the cases of China, South Korea,
Malaysia and Australia. Unit root tests for the data, including the dummy variables, were also carried out
but are not displayed due to space limitations (available upon request). The variables have no unit root
problems
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Table A2.
Unit root test
(dependent variable:
import)

Country Test for unit root in LnIM LnIIP LnRER LnVOL_POS LnVOL_NEG

China I(0) �2.754* �1.276 �1.962 �0.794 �0.733
I(I) �3.092** �9.179*** �5.676*** �7.846*** �11.114***

USA I(0) �2.203 �1.276 �2.029 �0.651 �0.357
I(I) �11.521*** �9.179*** �5.465*** �8.769*** �10.264***

Singapore I(0) �2.168 �1.276 �1.766 �0.428 �0.076
I(I) �6.940*** �9.179*** �6.577*** �7.494*** �8.014***

South Korea I(0) �3.449** �1.276 �1.699 �0.131 �0.025
I(I) �8.456*** �9.179*** �5.402*** �8.080*** �10.489***

Japan I(0) �1.799 �1.276 �2.373 �0.286 �0.066
I(I) �6.992*** �9.179*** �7.420*** �3.328** �4.038***

India I(0) �2.339 �1.276 �1.378 �0.219 �0.032
I(I) �7.681*** �9.179*** �7.846*** �3.650*** �3.026**

Malaysia I(0) �3.737*** �1.276 �1.879 �0.327 �0.059
I(I) �6.466*** �9.179*** �6.612*** �3.589*** �4.002***

Australia I(0) �4.728*** �1.276 �2.390 �0.791 �0.585
I(I) �11.979*** �9.179*** �6.897*** �9.072*** �4.248***

Germany I(0) �2.581 �1.276 �2.264 2.052 1.892
I(I) �8.441*** �9.179*** �5.334*** �11.094*** �10.659***

Brazil I(0) �2.455 �1.276 0.272 �0.114 �0.034
I(I) �8.536*** �9.179*** �6.151*** �12.974*** �11.555***

Notes: *, ** and *** indicate a 10, 5 and 1% significance level, respectively. Unit root test of variables
using the ADF. All variables are free from unit root problem. All variables are stationary at the first
difference (I[I]). Several variables are also stationary at level (I[0]), namely, LnEX (the USA, India and the
Netherlands), LnIIP (Japan, Germany and the Netherlands) and LnRER (the Netherlands) in the export
model. LnIM is also stationary at level (I[0]) for the import model for the cases of China, South Korea,
Malaysia and Australia. Unit root tests for the data, including the dummy variables, were also carried out
but are not displayed due to space limitations (available upon request). The variables have no unit root
problems
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