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ABSTRACT

Data collection activities have a higher risk of missing data. Missing data may produce biased estimates and
standard errors increased, so imputation method is needed. The purpose of this study was to investigate which
imputation method is the most appropriate to use for handling missing data. The strategies evaluated include
complete case analysis, Multivariate Imputation by Chained Equation (MICE), and Regression Imputation. This
study was non-reactive study and used raw data RPTMN 2015 Survey from BKKBN East Java Province. There
were three incomplete data sets were generated from a complete raw dataset with 5%, 10%, and 15% missing
data. Incomplete data sets were made missing completely at random. Based on Friedman Test, both of imputation
methods produced estimates which was no different with complete raw data set. Based on Mean Square Error
analysis, MICE provided MSE values less and more stable than Regression Imputation in all scenarios.
Conclusion: Multivariate Imputation by Chained Equation (MICE) was the most recommended method to use
for handling missing data less than 15%.
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INTRODUCTION

Missing data are a pervasive problem in research using primary data. Missing data can exist due to
respondents did not give the answer of questionnaire; negligence of enumerator or data entry; etc. Missing data
may increase bias estimates and standard error, so the data set can not be use. There are two methods to handle
missing data, including case deletion and imputation technique. Case deletion is a classical method that user
should remove respondent who had incomplete answer. It would reduce the sample size®.

While imputation technique is a commonly used method to handle missing data. This method is not to
deleting respondent, like case deletion, but to predict missing values as close as possible in a way resulting in
valid statistical inference. Regression imputation is an imputation technique which replaces missing data with
simulated values from predictor, applies standard analyses to each completed dataset, and adjusts the obtained
parameter. The lack of this technique is only produce estimates for dependent variables'®'.

Recently, Multivariate Imputation by Chained Equation (MICE) is an innovation of imputation method
which has been completed by chained equation, so it can be recommended way for handle missing data. Chained
equation principled on Markov Chain Monte Carlo (MCMC). It makes this method be more flexible than others.
It can produce estimates for not only dependent variable but also independent variables at the same time®,

The purpose of this study was to investigate which imputation method is the most appropriate to use for
handling missing data, whether Multivariate Imputation by Chained Equation (MICE) or Regression Imputation.

METHODS

This study was non-reactive study and used raw data RPIMN 2015 Survey from BKKBN East Java
Province™. The population was all respondents of RPIMN 2015 Survey which had dating and pre-marital sexual
intercourse. This study used six variables, including age of first puberty, age of first dating, knowledge of
contraceptives, knowledge of HIV/AIDS, knowledge of fertile period, and age of first sexual intercourse. The
dependent variable of this study was age of first sexual intercourse. The variables that would be used as a
simulation variables were age of first dating and age of first sexual intercourse. Simulation data sets were
artificially made MAR (Missing at Random). Here were the regression imputation steps using STATA software:
1. Save the simulation data set with file extension *.dta
2. Open the simulation data set using command use name_of_dataset
3. Establish dataset mi using command mi set wide
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Choose the variable that will be imputed using command mi register imputed name_of _variable

Choose the variabels that will be predictor using command mi register regular name_of _variable

Ensure the amount of missing data using command misstable sum

Imputation using command mi impute regress name_of_imputed (space) name_of predictor, add(5)
rseed(1500)

8. Incomplete data set has been completed with imputation values.

Regression imputation could be able to replace missing values with only one predictor variable. Before do
the regression imputation, we need to know what variable is appropriate to be a predictor and put the missing
variable as dependent variable. If the age of first sexual intercourse were imputed, the age of first dating would
become a predictor variable. If the age of first dating were imputed, the age of first puberty would become a
predictor variable. Whereas the Multivariate Imputation by Chained Equation (MICE) could be able to replace
missing values all of variables at the same time. Here were the MICE steps using STATA software:

Save the simulation data set with file extension *.dta

Open the simulation data set using command use name_of_dataset

Establish dataser mi using command mi set wide

Choose the variable that will be imputed using command mi register imputed name_of_variables

Choose the variabels that will be predictor using command mi register regular name_of variables

Ensure the amount of missing data using command misstable sum

Imputation using command mi impute chained (pmm, knn(5)) name_of_imputed] name_of_imputed? =
name_of_predictor] name_of_predictor2 name_of _predictor3 name_of_predictor4 , add(5) rseed(1500)

8. Incomplete data set has been completed with imputation values

Above were the regression imputation steps and the Multivariate Imputation by Chained Equation (MICE)
steps®H0D_ Incomplete data sets were analysed three times to see their stabilization during produce estimate
values. The strategies evaluated include complete case analysis, MICE, and Regression imputation. The
comparative parameter were Mean Square Error (MSE) values and Friedman test.
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RESULTS

The total sample size was 1.646 respondents. There were three incomplete data set were generated from a
complete raw data set with 5% (Nuissing = 83). 10% (Nuissing = 165), and 15% (Nuissing = 247). Here were the
imputation results with five iterations, continued with comparative test using Friedman Test (Table 1, 2, and 3).

Table 1. Comparison of MICE and Regression Imputation on 5% Missing Data

Regression Imputation MICE
Variables Xy 7. Ties 7 Ties p-value*
e n % mp n %
Age of first sexual intercourse
1" analysis 17.63 17.31 33 39.76% 1725 19 22.89% 0.255
2" analysis 17.69 17.76 4 482% 1759 10 12.05% 0.491
3" analysis 17.61 17.62 2 241% 1750 3 3.61% 0.476
Age of first dating
1" analysis 1549 15.43 26 31.33% 15.83 16 19.28% 0.475
2" analysis 15.90 15.52 0 000% 15.65 3 3.61% 0.321
3" analysis 15.87 15.42 0 000% 1558 4 4.82% 0.198

*Friedman Test (a=0,05)

Table 2. Comparison of MICE and Regression Imputation on 10% Missing Data

Regression Imputation MICE
Variables X, 7. Ties e Ties p-value*
e n % e n %
Age of first sexual intercourse
1" analysis 17.84 17.70 28 1697% 17.79 41 24.85% 0.755
2 analysis 17.62 17.51 4 242% 1752 4 2.42% 0.994
3" analysis 17.77 17.61 36 21.82% 1757 3 1.82% 0.553
Age of first dating
1" analysis 15.67 15.65 28 1697% 15.73 32 19.39% 0.346
2" analysis 15.36 15.59 0 000% 1538 36 21.82% 0.249
3" analysis 15.63 15.58 2 121% 1557 5 3.03% 0.285

*Friedman Test (0=0,05)
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Table 3. Comparison of MICE and Regression Imputation on 15% Missing Data

Regression Imputation MICE
Variables Xy 7. Ties 7 Ties p-value*
e n % mp n %o
Age of first sexual intercourse
1" analysis 17.66 17.70 46 18.62% 1749 43 17.41% 0.216
2" analysis 17.62 17.67 12 486% 17.78 12 4.86% 0.051
3" analysis 1755 17.59 15 607% 17.60 0 0.00% 0.057
Age of first dating
1" analysis 1565 15.65 47 19.03% 15.66 44 17.81% 0.759
2™ analysis 15.64 15.62 1 040% 1541 10 4.05% 0.118
3" analysis 1536 15.70 2 081% 1557 15 6.07% 0.061

*Friedman Test (a=0,05)

Table 4. Comparison of MICE and Regression Imputation Based on Mean Square Error

MSE values

Percentage Variables Regression Imp. MICE MB;;: d
1 2 3 1 2 3
s, Age of first sexual intercourse 3.25 323 459 281 313 446 MICE
¢ Age of first dating 508 389 555 504 279 320
Age of first sexual intercourse 421 445 434 435 416 430
10% Age of first dating 428 475 410 336 370 299 MICE
15% Age ()f_ f}l‘Sl scx‘uall intercourse 4.67 465 333 450 452 322 MICE
Age of first dating 471 506 428 423 3.69 391

Incomplete data sets were analysed three times to see their stabilization during produce estimate values.
As shown in Table 1, Table 2, and Table 3, MICE and Regression Imputation produced estimate values similar to
the original data set. Both of them had mean as close as original data set. Then, the friedman test showed that
there was no different between MICE data set, Regression Imputation data set, and original data set ( p-value <
0.05). It also showed that MICE method was more stable containing ties than Regression Imputation in all
scenarios. Table 4 showed that MICE produced MSE less than Regression Imputation in all scenarios.

DISCUSSION

Incomplete data sets were artificially made MAR (Missing at Random) so that the estimate values was not
biased™. User could using Little’s MC AR Test to determine whether incomplete data sets were random or not. If
the significant values more 0.05, it would be random. The data sets of this study had significant values more than
0.05, so that imputation technique could be done on all of data sets.

This study used MICE method and Regression Imputation method with five times iteration for imputing
missing data. The principle of Regression Imputation was fill in the missing values by using one of the most
influences its variable®™. It caused Regression Imputation should through correlation analysis first to determine
the predictor. While the MICE method did not need to do that, because it already completed by MCMC, predictive
mean matching, and k-nearest neighbours ™.

There were two imputation data sets to be compared with original data set using Friedman Test. It showed
that there was no different between MICE data set, Regression Imputation data set, and original data set. This
result was similar to research conducted by Rakhmat (2010) which showed that Regression Imputation and
Predictive Mean Matching Imputation could predict missing values as close as original values. Both of them
involved other variable as a predictor, so that imputation values similar to the original values. It was seen from
the number of ties in each imputation methods'®.

Then, one of the comparison parameters to know the accuracy of imputation results was Mean Square
Error (MSE). The principle of MSE was to calculate the differences between original values and the imputation
values. An imputation method which produced the smallest MSE was the best imputation method for handle
missing data because it predicted missing values as close as possible to the true ones in a way resulting in valid
statistical inference.

The MSE analysis showed that MICE produced MSE values less than Regression Imputation, either on
5% missing data, 10% missing data, or 15% missing data. It could be concluded that Multivariate Imputation by
Chained Equation was better to use for handling missing data than Regression Imputation. MICE was an
innovation of imputation method which completed by Markov Chained Monte Carlo (MCMC), Predictive Mean
Matching (PMM), K-Nearest Neighbours (KNN). It could be seen in the command written in the MICE steps.

i

185 | Publisher: Humanistic Network for Science and Technology




Health Notions, Volume 2 Number 2 (February 20I8) ISSN 2580-4336

Syntax pmm, knn(5) could produce estimated values from the new regression model with considering other units.

. . . .. 4
It caused MICE method could predict missing values as close as original values® .

CONCLUSION

Multivariate Imputation by Chained Equation (MICE) was the most recommended method to use for
handling missing data less than 15%. Hopefully, this result could help other researchers to handle missing data
with not to deleting unit which had missing value but using MICE method to complete all values.
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